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Abstract: There is high confidence for the hypothesis that in speech perception the 
cycles of a θ-oscillation segment the auditory signal into syllables [8]. Yet the func-
tionality of the oscillator generating the θ-oscillation is unknown. We follow the find-
ing that, within an auditory scene, speech is perceived as a stream given by temporal 
coherence [12]. We work with the hypotheses that the θ-oscillator is driven by tem-
poral features providing this coherence. We propose a new temporal feature called O-
distance, which detects the onset of a syllable - the starting point to of a θ-cycle – 
triggered by the temporal distance from to to the instance of the maximal rise of the 
loudness curve of the vowel. To extract to from the auditory signal, we use the statis-
tical properties of this distance based on the C-center hypothesis [25], which predicts 
a close temporal relation of the onset consonants to the onset of a vowel. The statistics 
are derived from reference O-distance extracted from an articulatory database, where 
the minima and maxima of the loudness are related to maxima and minima of the lower 
incisor and tongue tip. To judge the quality of the O-distance extracted from the audi-
tory signal, we regard the temporal deviation of the O-distance to the reference O-
distance. Currently we achieve a mean deviation of 34ms. 

1 Introduction 
Cortical research relies on measurements of the activity of neurons. In the last 20 years, the 
knowledge in neuroscience for cortical processing of speech has increased substantially by 
measuring the activity of neurons. The measurements are performed by cortical electrocorti-
cography (ECoG) and deep brain stimulation (DBS) in clinical settings [1]. ECoG is applied to 
cure the epilepsy decease, and DBS is applied to cure the Parkinson decease [2]. ECoG allows 
to measure simultaneously the Local Field Potential (LFP) with high temporal resolution of 
about 1000 neurons located at the surface of the cortex [3]. Yet, compared to the size of neurons 
the distance between two neighbored electrodes (ca. 1mm) measuring the LFP is large. Thus, 
the spatial resolution is low, and the input-output relations of close neurons cannot be measured. 
DBS allows to measure the LFP generated by a few neurons in deep layers of the brain [3]. 

 
Figure 1 -The left side shows the cortical 6-layer structure 
(I-VI) of the human cortex (original picture in [3]). Using 
ECoG, only the LFP, generated from neurons in layer I can 
be measured with high precision, whereas the intercellular 
LFP of neurons of the deepest layer VI can be resolved at 
layer I only poorly. Thus, periodic spike trains generated in 
layer VI look at layer I like oscillations.  

  
Most publications performing measurements in speech production and speech perception with 
ECoG for exploring the activities from neurons generated in deep layers, interpret periodic 
bursts of spike trains generated in layer VI as oscillations (see fig.1).  
To overcome the problems of missing information given by current technology in measuring 
the functionality of the neurons, hypotheses are postulated, whose evidence are checked by 
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correlations between events of the speech signal and the output of measured neurons. The hy-
potheses are supported further by psycho-acoustic measurements, and by measurements of the 
activity of mammal neurons located in deep layers in areas, which have the same functionality 
as the neurons in human layers. This approach to find evidence for hypotheses is followed also 
in this paper. 
In evolution, speech production and speech perception developed together to perform multi-
modal communication using facial, manual, and articulatory gestures [4]. Whereas the cortical 
process of steering and perception of gestures performed by humans is common to mammals, 
the use of an articulatory stream of gestures for communication is unique for humans. This 
stream represents a sequence of cognitive units identified as syllables constituting a language. 
We follow the OVC approach where a syllable is produced by three kinds of articulatory ges-
tures called the Onset (O)-gestures, the vowel cluster (V)-gestures, and Coda (C)-gestures. This 
approach has been proposed by the frame/content theory of evolution of speech production [5]. 
We extend this theory, that the OVC gestures have the same articulatory code (AC) in speech 
production and speech perception [6,7]. In the brain the AC is transmitted via θ – oscillation 
into various areas, where each θ –cycle encodes the AC describing a syllable [7]. In [8] a new 
principle of speech processing is proposed, where the θ – oscillations perform the segmentation 
of the auditory signal into syllables. The θ – oscillations have the property that the phase and 
the duration of a θ – cycle is in synchrony with the temporal position and the duration of a 
syllable. Thus, there must exist a θ – oscillator, which adapts to the varying speaking rate varies. 
I.e. each θ – cycle must be adapted (entrained) to each syllable. In the following we call a θ –

cycle steering the articulators during speech production by the articulatory θ –cycles and we 
call a θ-cycle segmenting speech in speech perception the perceptive θ-cycle. In communication 
these cycles are in synchrony as discussed in [23].  
This cortical method to segment speech into syllables via θ – cycles is different to the method 
applied nowadays in automatic speech recognition (ASR), where segmentation is solved by a 
search algorithm [9] including a language model. In the starting time of ASR, in the 1970s, it 
was aimed to mimic the human approach in segmenting speech into phonetic units. This ap-
proach was implemented by ‘knowledge-based rules’ derived from inspection of the short-term 
spectra of speech [10]. Yet this approach failed, and still nowadays, no competitive algorithm 
mimicking the human approach has been found. Nevertheless, it is useful to investigate the 
human approach as it implements a bottom-up driven interface delivering syllables. This inter-
face separates acoustic from symbolic processing, allows to integrate easier visual input (lip 
reading) and consumes less computing power. 
The cortical generation of the perceptive θ – cycles is far away from being understood. Due to 
the high human performance in speech communication, there must exist a neural processing 
scheme different to the ASR approach [9] and former spectral approach [10]. A hint to the 
human processing scheme is given in the stream theory [11, 12], which explains how speech 
from a speaker can be interpreted as a coherent auditory stream, which can be tracked by a 
listener within a multi-speaker scenario (cocktail party effect). The stream theory postulates 
that a stream can be tracked if it contains repeating temporal cues. Further it has been demon-
strated that the manipulation of the temporal structure of syllables has a great influence in the 
intelligibility of speech [13].  
We assume, that the movements of the articulators produce auditory cues, which provide the 
coherence and allow to reconstruct the θ – cycles. It is not known, which temporal cues are 
extracted from the auditory signal to drive an θ – oscillator generating the perceptive θ – cycles. 
A candidate for such cues is the functionality of the V-edge-neurons, which have been detected 
in the superior temporal gyros (STG) [14]. A V-edge-neuron spike on the maximal rise of the 
loudness-signal at the onset of a vowel. These neurons belong to the class of onset neurons and 
sustained neurons active in the STG [15]. The V-edge neurons must detect the presence of a 
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vowel and the instance of maximal rise of the loudness. We assume that the V-edge neurons 
get input from sustained neurons detecting the presence of vowel clusters [16] and get input 
from onset neurons detecting the event of an edge given by the maximal rise of the loudness 
[14]. We assume that in future in the STG many auditory and phonetic features used to drive 
the θ – oscillator speech perception will be detected.  
Publications on cortical models segmenting the auditory signal into syllables are scarce. The 
first cortical model using a θ – oscillator is described in [17]. The θ – oscillator is implemented 
by a PING structure as found in the hippocampus [18], where oscillators generate oscillations 
for various frequency. The θ – oscillator [17] is driven by the envelope of the auditory signal. 
Thus, the envelope of the auditory signal provides the cue for perceiving speech as a stream. In 
[19] we propose a model of the θ – oscillator based on the framework of a PING as in [17], but 
with other features driving the θ – oscillator. The driving features are V-edge-neurons and the 
curve of the loudness. This approach substantially improved the performance in segmentation.  
We aim to improve further the performance of an θ – oscillator segmenting syllables by using 
a new temporal cue. We hypothesize the existence of neurons providing the feature ‘O-dis-
tance’. These neurons spike at the instance of the onset of the syllable. These neurons are driven 

by V-edge-neurons together with other onset and sustained neurons. The functional core of the 
O-distance is given by the property to determine the temporal distance between the instance of 
the onset of a syllable and the instance of the V-edge.  
The paper is organized as follows. Section 2 handles the nature of the O-distance, derived from 
the temporal structure of a syllable. Section 3 describe the methods to extract and evaluate the 
O-distance and reports on experimental results on the precision of the O-distance. 

2 The O-Distance 

2.1 Definition of the Syllable and the O-distance  
We propose a new temporal feature called O-distance, which detects the onset of a syllable to 
triggered by a temporal distance ΔO, the distance between to and the onset of the vowel (V-
edge). The V-edge is defined by the instance tV of maximal rise of the curve of the loudness 
within the area of a vowel [14]. The instant of the onset of the syllable is defined by the syllable-
starting-time to, which is the instance, when the movements of the articulators start to produce 
a syllable. to can be either the starting of the movement of the articulators building the O-ges-
ture, or in the case of missing O-gesture the starting time of V-gesture of the articulators pro-
ducing the vowel. We hypothesize that the start of a θ –cycle is given by the instance to.   
to determines the split of the consonants between two neighbored syllables into coda consonants 
of the first syllable and into onset consonants of the following syllable. For judging the correct-
ness of the to, a definition of a syllable is needed, which provides the ‘correct’ split of the con-

sonants between neighbored vowels. Yet the definition of the onset-consonants and the coda-
consonants is diverse. This problem is discussed in [20] where methods segmenting speech into 
syllables are evaluated. Whereas it is agreed that the center of a syllable is given by a complex 
of vowels (V*), the problem of splitting the consonantal clusters C* in V* C* V* constructs is 
not solved. To solve this problem, in the next subsection we propose a specific syllable called 
the cortical syllable. 

2.2 The Cortical Syllable 
The definition of a cortical syllable (CS) is based on the articulatory OVC approach where 
OVC gestures are steered by θ – oscillations. This definition needs the temporal position of the 
syllables and the phases of the θ –cycles. To the author’s knowledge there exist no cortical 
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measurements allowing to study of the temporal relation between the phase of the θ –oscillation 
and the position of the syllables. Consequently, definition of the CS is based on hypotheses. A 
definition of a cortical syllable (CS) related to θ –cycle is given in [21], where the CS is called 
a theta-syllable defined by: The theta-syllable is a theta-cycle long speech segment located 
between two successive vocalic nuclei.  This definition is centered on a sequence of vowels. 
This definition has the drawback that it does not describe a syllable spoken in isolation.  

Figure 2 - Anchor-points describing the starting, middle and end of an artic-
ulatory ϴ-cycle. The * marks the instance of maximum energy of the V com-
plex. The S-anchor point is the instance of the onset of the syllable i.e. the 
beginning of the O-gesture. The M-anchor determines the instance where the 
closing of the vocal tract starts. The E-anchor determines the end of the artic-
ulatory θ-cycle. 

 
Our definition of the CS is based on articulatory movements in speech production, where the 
CS is defined by an articulatory θ- cycle of opening and closing the vocal tract (see fig.2). This 
definition allows to handle a syllable spoken in isolation. The approach to move from phoneti-
cally defined items as syllables and phones to constructs of articulatory movements is also fol-
lowed in [22], where the activity of neurons performing the steering of articulators are measured 
in the ventral senso-motoric cortex. Yet the definition of the CS relies on the existence of ar-
ticulatory θ- cycles. 

2.3 The Ideal Cortical Syllable 
As discussed above, we relate the O-distance to to the start of the movements of the articulators 
generating the O-gestures and to the start of a θ –cycle. Fig.3 shows an example, were the max-
imum of the curve of the movement of lower incisor is coincident with to marked in fig.3 by O-
ref-dist. 

Figure 3 – The figure shows the speech signal 
of the utterance ‘Jack Webster’ consisting of 3 

ideal syllables together with the loudness. Fur-
ther the movements of the lower incisor and the 
tongue tip are shown. The minima and maxima 
of the curves are candidates for the instances of 
the articulatory turning between open-close cy-
cles. edges where the opening or closing of the 
vocal tract starts Those edges determine the 
timing of the θ –cycles. Fig. 3 show also the 
incidence of the V-edge marked by a diamond 
together with the incidences of the O-distance 
(lower square) and its reference (upper square).  

 
Further we regard the minima and maxima of the loudness curve. We assume, that these minima 
and maxima are coherence features important for perception. These coherence features must be 
produced by the articulators. We define a CS to be an ideal CS if the minima and maxima of 
the loudness fit to the minima and maxima of the curves of movement from the lower incisor 
and/or the tongue tip (see subsection 3.1). As described in section 3 the extraction of the O-
distance is performed only with ideal CS, because in these cases to can be extracted. 

2.4 The Nature of the O-distance 
 The O-distance is derived from the activation-spin model of Tilson [24]. Tilson states in the 
summary: Studies of the control of complex sequential movements have dissociated two aspects 
of movement planning: control over the sequential selection of movement plans, and control 
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over the precise timing of movement execution. This distinction is particularly relevant in the 
production of speech: utterances contain sequentially ordered words and syllables, but articu-
latory movements are often executed in a non-sequential, overlapping manner with precisely 
coordinated relative timing. Thus, due to the definition of the CS and the investigations in [22], 
the activation-spin model moves from phonetic constructs to articulatory movements con-
structs. In our approach the movements plans perform the selection of the OVC-gestures. Due 
to [26], the selection of the gestures is given by the composition of articulatory codes of each 
of the selected gestures resulting in a composed code for a syllable. This code is input to motor-
programs steering the movements of the articulators. Thus, the motor programs can produce 
articulatory movements of the OVC – gestures providing optimal vocal tract configurations to 
allow to encode the articulatory code for all gestures of the syllable in perception. The activa-
tion-spin model is a model for the motor programs. This model explains the difference between 
the articulatory movements of the O-gestures versus the C-gestures. We conclude that the O-
gestures and the V-gestures are generated by motor programs, which have as input the articu-
latory code of the O- gesture and the V-gesture generating combined movements of the articu-
lators for both gestures. Thus, the OV- movements have a rigid timing described by the C-
center effect [25]. In contrast, the motor programs of the C-gestures have as input solely their 
own code.   

3 Methods and Experiments  

3.1 Method to Determine the O-distance and Reference O-Distance 
The O-distance must be derived from the auditory signal bottom up. Due to the definition of 
the O-distance, the instance of the V-edge tV and the instance of the start of the syllable i.e. the 
start of the θ-cycle to must be estimated. tV is determined as described in [19] using the loudness 
[14]. To avoids handling insertion or deletion errors of vowels tV is determined knowing the 
position of the vowel.   
The instance to is determined in two steps. In the first step the range ΔO of the of potential 
instances of to is determined. ΔO is given by the statistics of the reference O-distances generated 
as described below. The statistics deliver the mean value and the standard deviation of to. These 
values determine the range of the position of potential instances of to.  
In the second step we use several heuristic methods to determine a value of to in ΔO. These 
methods are coarse phonetic features describing the probability of areas of non-speech or con-
sonants in ΔO. The methods use the properties described by the C-center hypothesis and the 
minima of the loudness curve. 
To evaluate the accuracy of the O-distance, we generate reference O-distances using an articu-
latory database.  This database allows to extract ideal CS together with the articulatory θ-cycles 
using a method already described in [27] where extrema of the envelope of the auditory signal 
are compared to the extrema of the lower incisor to test fitting. This method is improved by 
using in addition to the lower incisor the tongue tip and by replacing the envelope of the audi-
tory signal by the curve of the loudness as done in [19]. By integrating the tongue tip addition-
ally, we use the maxima and minima of the movement of both articulators to judge the fit to the 
maxima and minima of the loudness. Further the threshold deciding if the deviation of the ex-
trema of the loudness and the articulators is small enough to be an ideal CS, has be diminished. 
This procedure leads to more precise position of the reference to. The edge of the vowel tV is 
determined as described for the extraction of the O-distance above.  
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3.2 The Articulatory mngu0 Corpus  
From a professional British speaker, 1300 phonetically diverse utterances (read speech) were 
recorded together with a Carstens AG500 electromagnetic articulography (EMA) [28]. The 
EMA data are delivered from six midsagittal coils positioned at the upper lip, lower lip, lower 
incisor, tongue tip, tongue body, and tongue dorsum, and from two reference coils for correcting 
head movements. The processed EMA data are sampled at 200Hz. Further, the corpus provides 
the velocity and acceleration of the coils. The audio samples are down sampled to 16 kHz and 
are labelled automatically Labelling is performed by forced alignment [29] using the Combilex 
lexicon with its notation of the phone labels [30]. 

3.3 Results 
Using the method described in 3.1. we found 3 542 ideal CS in the database mngu0. 
Comparing the reference O-distances with the O-distances a mean deviation of 34ms was 
achieved.  
To judge the statistical differences of the reference O-distances and the O-distances, the table 
below shows the values of means and standard deviations for both distances. The high value of 
the standard deviation for the O-distances (180ms) shows, that there is a large range of the 
values of the extracted O-distances hinting to estimation errors. 

 Reference O distance  O-distance 

Mean 102ms 79ms 

Standard deviation 52ms 180ms 

 

4 Conclusion 
To improve the functionality of a cortical θ-oscillator in segmenting the auditory signal into 
syllables, we propose a new feature called O-distance driving the θ-oscillator. This feature is 
extracted bottom up from the auditory signal. We hypothesize the existence of O-distance neu-
rons spiking at the instance to of the start of articulatory gestures producing the onset of a syl-
lable. The temporal range ΔO of to is given by the mean and standard deviation of to, which is 
determined from reference-O-distances extracted from an articulatory database.  Within ΔO the 
final position of to is determined using feature related to the C-center hypothesis.  Comparing 
to the reference O-distance to the O-distance a mean deviation of 34ms was achieved. This result 
encourages us to work further in the direction of including statistical knowledge about articu-
latory timing into the method to extract the O-distance feature to achieve less deviation. 
Future work must be done in two directions. First, the method to extract the reference O-dis-
tances must be improved. This can be done, by regarding the movements of all articulators 
performing a closure of the vocal tract. Second, the methods to find the final position of to in 
the range of ΔO must be improved.  
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