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Abstract: Despite the potential of AI, only a small percentage of small and
medium-sized enterprises (SMEs) are adopting it due to data issues, expertise gaps,
and implementation barriers. Zero-shot learning offers a promising approach for
SMEs by minimizing these obstacles. This paper explores the use of zero-shot
learning in a real-world NLP classification task on online comments (comparable
with intent classification tasks) from the e-learning platform Sofatutor. While fine-
tuning has achieved high accuracy (82.3–86.5%), zero-shot models have shown
lower performance (39.3–61.4%) due to different label selection, grouping of dif-
ferent scenarios in one class and the type of classification task. Even if the current
accuracy is not sufficient for practical application, pre-filtering the data using zero-
shot learning might be a promising option for SMEs.

1 Introduction

The potential of artificial intelligence (AI) seems immense. According to a study by the McK-
insey Global Institute, the potential of generative AI alone is estimated at up to USD 4.4 trillion
[1]. Despite this, only 17.6% of small and medium-sized enterprises (SMEs) in Germany do
currently utilize AI [2]. The reasons behind SMEs not adopting AI were examined in a study
by Deloitte, revealing “Lack of skills” (65%), “barriers to implementation” (52%), and “data
problems” (52%) as the top three obstacles [3].

In the domain of language models, these justifications are reasonable, considering the com-
plexity and the required resources needed to train a language model from scratch. But recently,
language models have undergone rapid development [4] and therefore also the accessibility for
SMEs improved. By the invention of the transformer architecture [5] new opportunities for
companies with limited resources came up. Pre-trained Transformer models are accessible to
other users, often requiring only fine-tuning to adapt to specific use cases. Consequently, the
utilization of language models is no longer exclusive to major technology firms. SMEs now
have the chance to access and leverage large pre-trained Transformer models [6]. However,
despite fine-tuning being less complex than developing an entire (large) language model, it ne-
cessitates fundamental programming skills, a general understanding of (large) language models
and available training data, therefore pre-trained language models are still not a suitable solution
for all SMEs.

A common strategy for enhancing the performance of language models involves increasing
the model size and expanding the training dataset. The resulting large language models (LLMs)
exhibit impressive results even with minimal fine-tuning [7]. Brown et al. also investigated,
models that did not require any fine-tuning at all, a technique known as zero-shot learning
(ZSL). These language models present a significant opportunity for SMEs. A zero-shot model
requires minimal skills, almost no implementation effort, and no training data for fine-tuning.
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The by Deloitte investigated obstacles can therefore be nearly eliminated. But how effective is
zero-shot learning compared to the conventional fine-tuning approach?

For this purpose, an exemplary investigation of a text classification task with two zero-shot
and one fine-tuned model is implemented using user comments from the E-learning platform
Sofatutor. The comments are short and comparable to the length of user utterance directed to
chatbots or speech based systems. Thus, our comment classification task is comparable to an in-
tent classification task. Furthermore, the comments from a real world application reflect young
peoples’ language as used in the messaging applications. This property, allows an evaluation of
models for text classification that has high relevance for engineers and researcher, especially in
SMEs and higher education institutes with limited resources, building language based systems
for such comparable taget groups.

Sofatutor was founded in Berlin in 2008 and currently has around 250 employees. Regard-
ing the European Commission’s definition, Sofaturor is classified as a typical medium-sized
company [8]. The investigation aims to explore the accuracy of the text classification, as well
as to elaborate the potential challenges in zero-shot learning. In the end, a conclusion about the
usability of zero-shot learning for SMEs by the example of the Sofatutor case will be discussed.

2 Methodology

The platform specializes in producing educational content for pupils from the first to the twelfth
grade. With over 1.5 million registered users, Sofatutor is the largest E-learning platform for
pupils in the German-speaking region [9]. User are able to post comments below the educational
content. These comments are manually classified by an employee to answer user questions as
well as to filter out inappropriate content.

2.1 Dataset

Three classes are used for this purpose. Examples for each class are provided in Table 1. The
class support includes content related and administrative questions, error reports, as well as
feedback on the content. These comments are then forwarded to the editorial team, which can
then take appropriate action. The class hide contains insults, spam or pointless comments. This
encompasses comments that use an excessive number of emojis or the elongation of letters.
Comments that fall into the hide class are deleted from the platform. Furthermore, greetings
posted without context are also classified as hide. Finally, the third class no action is the default
class. Every comment that does not fall into support or hide is classified as no action. In most
cases of no action, the content is praised, or it answers questions that were made in the video
for a higher engagement of the pupils (e.g., “do you also have pets?”). As the name of the class
suggests, no further action is taken.

At the time of the experiment, there were in total 7,840 labeled comments distributed as
the following: support (1,543), hide (1,262) and no action (5,035). Around 20% of the data,
measured by the number of comments of the smallest class is used for testing, resulting in the
following distribution for the training data: support (1,290), hide (1,009) and no action (4,782).
Since the comments are mainly written by pupils, most of them are not orthographically correct,
and many comments are unconventional in their syntactic structure. This could become a major
challenge for the language models.
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Table 1 – Examples of comments in the used dataset.

Class Examples

support I still don’t understand why there are still dinosaurs in the year 3005 (?o?)Ã‚ . . .
I love this video. But I’m silly and can’t remember it :c
I can’t find any videos for the 3rd grade, can you help me ????????????????????????????
In the video, it says: ’you write the result starting with the ones below’..... but you unfortu-
nately start with the thousands.... that is confusing!
Im in sixt grade but I just see videos from fourth grade...
Good video but the colors don’t match my textbook ?? that makes it a bit complicated :/
Hello, can you also make a video about the twenties strips. Best regards
Not helpful

hide Follow me on Instagram @******
Suuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu-
uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuupa
You stink sandra
Hello
shitty
What bro what should I say brother?
That’s shit
Ewg3r&5Dg4

no action Thank you, it helped me a lot ??
:)
Super, great video, it couldn’t be easier to understand. I will definitely use it.
Thanks to the author!
the end was very funny
Super!
I understood everything and was able to continue straight away thanks
REALLY COOL

2.2 Fine-tuning for Classification

For fine-tuning, the dataset is used with the pre-trained model xlm-roberta-base. Due to class
imbalance, two approaches are taken to balance the classes. In the first approach, the no action
and support classes are adjusted to match the smaller hide class so that there are in total 3 ×
1,009 comments for training. The number of comments will be doubled for the fine-tuning until
no further improvements are observed. Missing training data in the classes hide and support is
filled with duplicates. This procedure should also investigate how crucial the amount of training
data is, since the limited availability of training data is a common problem for SMEs. Various
hyperparameters, such as batch size, number of epochs, and learning rate, are tested to achieve
optimal accuracy. Fine-tuning is conducted using the AllenNLP framework.

2.3 Zero-shot classification

Several zero-shot classification runs are performed to test different methods for optimal label
selection in relation to the used models. In order to ensure a diverse set of label options, the
Sofatutor employee who previously labeled the comments manual as well as ChatGPT (based
on GPT-3.5) were asked for three suitable additions to the hypothesis statement "This text is ".
Therefore, some example comments were provided. The resulting labels have been combined,
resulting in 33 = 27 label combinations for each label method (employee and ChatGPT). Two
models MoritzLaurer/mDeBERTa-v3-base-xnli-multilingual-nli-2mil7 (called mDeBERTa in
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the following) and joeddav/xlm-roberta-large-xnli (called roberta in the following), both avail-
able via Hugging Face, are used. The two models and the two labeling methods are then also
combined, resulting in 4∗27= 108 zero-shot classification runs. This extensive zero-shot learn-
ing investigation was undertaken to investigate the variation in classification across labels and
models.

3 Results

3.1 Results for fine-tuning classification

This section presents the results of the fine-tuning approach. In order to balance the classes,
the two larger classes were adjusted to match the size of the smaller class, resulting in the use
of 3 x 1,009 = 3,027 comments for the initial training iteration. The total number of training
data was quadrupled by duplicating instances within the smaller classes. As shown in Table 2,
after tripling the data, no improvement in the accuracy was observed. Increasing the volume of
the training data by multiplying samples from smaller classes shows a higher accuracy. Never-
theless, even without the multiplication of comments, an accuracy of 82.3% has been achieved.
For a better understanding, the confusion matrices are shown in Table 3.

Table 2 – Accuracy and amount of training data for the fine-tuning approach.

No. of Training Samples per Class

support hide no action Accuracy

1.009 1.009 1.009 0.823
2.018 2.018 2.018 0.841
3.027 3.027 3.027 0.865
4.036 4.036 4.036 0.862

Table 3 – Confusion matrices of the fine-tuning approaches.

Prediction (% accuracy)

3,027 comments 6,054 comments

Label no action support hide no action support hide

no action 77.8 7.1 15.1 82.7 7.1 10.2
support 7.1 83.3 9.5 17.5 77.0 5.6
hide 7.9 6.3 85.8 3.2 4.0 92.9

9,081 comments 12,108 comments

Label no action support hide no action support hide

no action 81.1 9.4 9.4 86.6 7.1 6.3
support 3.2 86.5 10.3 7.1 90.5 2.4
hide 5.6 2.4 92.1 11.1 7.1 81.7

When looking at the confusion matrices in Table 3, no major structural weaknesses become
apparent. The fine-tuning approach shows (also for the other runs) slight weaknesses in the
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prediction of the no action class, while the hide class is predicted quite well.

3.2 Results for zero-shot classification

For the zero-shot approach, three labels per class were generated by a Sofatutor employee and
by ChatGPT as shown in Table 4. These labels were combined and tested with two models,
which resulted in 108 classification runs (33 label combinations * 2 label approaches * 2 mod-
els).

Table 4 – Label selection for the zero-shot classification.

Class Sofatutor Employee ChatGPT

no action
praising Helpful
helpful Praiseworthy
positive Enthusiastic

support
a problem case Confusing
critical Improvable
questioning Critical

hide
spam Not acceptable
offensive Inappropriate
meaningless Offensive

Table 5 – Average accuracy of the zero-shot classification per approach

Prediction (% average accuracy)

Model Employee labels ChatGPT labels

mDeBERTa 0.545 0.530
roberta 0.530 0.462

As seen in Table 5 the mDeBERTa model beats the roberta model in both studies. It can
also be observed that the determination of the labels by the employee led to better results than
the determination of the labels with the help of ChatGPT. The roberta model in particular shows
strong differences in accuracy depending on the type of label creation. The ranges and variances
are similar for all experimental approaches.

The confusion matrices are also examined in order to determine any structurally incorrect
predictions. For this purpose, the predictions of the 27 label combinations of an approach are
added together and shown as a percentage in Table 6. It can be observed that the hide class
performed very poorly in all experiments. The no action class, on the other hand, was predicted
relatively well across the board and the accuracy can sometimes keep up with the fine-tuning
approach. There are strong fluctuations in the support class, where the accuracy ranges between
43.9% and 82.8%. The confusion matrices of the best runs per approach are shown in Table 7.

Overall, fine-tuning achieves significantly better results with each approach than all zero-
shot approaches. It can be observed that the zero-shot models have the most problems with
predicting the hide class, while the fine-tuned model has there the highest accuracy. The zero-
shot models are very dependent on the choice of the appropriate labels. The model with fine-
tuning is independent of the choice of label, but dependent on the selection and distribution of
the training data.
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Table 6 – Confusion matrices with average accuracy of the zero-shot approaches.

Prediction (% accuracy)

Employee labels ChatGPT labels

Model Label no action support hide no action support hide

no action 70.7 29.3 0.1 78.9 17.7 3.4
roberta support 14.0 82.8 3.2 41.3 43.9 14.8

hide 18.9 75.9 5.2 44.2 40.2 15.6

no action 80.7 16.7 2.5 76.6 20.2 3.2
mDeBERTa support 16.6 73.4 10.0 19.5 57.7 22.8

hide 38.3 52.4 9.2 35.3 39.8 24.8

Table 7 – Confusion matrices with the highest accuracy per approach in the zero-shot scenario.

Prediction (% accuracy)

Employee labels ChatGPT labels

Model Label no action support hide no action support hide

no action 81.1 18.9 0.0 97.6 2.4 0.0
roberta support 12.7 82.5 4.8 54.0 24.6 21.4

hide 22.2 70.6 7.1 59.5 6.3 34.1

no action 85.8 12.6 1.6 82.7 7.9 9.4
mDeBERTa support 14.3 84.1 1.6 25.4 27.8 46.8

hide 50.8 34.9 14.3 19.0 12.7 68.3

4 Discussion

The poorer performance of zero-shot language models can be attributed, in part, to the nature of
their application. The leading model of this experiment, mDeBERTa-v3-base-xnli-multilingual-
nli-2mil7, was trained on datasets such as MultiNLI, Fever-NLI, and Adversarial-NLI. In Nat-
ural Language Inference (NLI) tasks, texts are evaluated for semantic coherence, aiding a lan-
guage model in understanding language context. However, in this scenario, comments were
classified not based on content but on a meta-level. Unlike content-related queries, which es-
tablish a contextual relationship, comments were categorized based on their inherent nature.

Furthermore, the diverse range of scenarios covered by a single class is reflected in the
created labels. For the hide class, labels such as "offensive," "meaningless," and "spam" were
assigned, while "meaningless" and "offensive" are not synonymous. This lack of semantic
closeness between some comments of a class and labels might contribute to the poorer perfor-
mance of zero-shot classification. Summarizing diverse comment content into a single class
represents a weakness compared to the fine-tuning approach. Human-generated labels led to
better results for both models, suggesting a possible advantage in human categorization. How-
ever, the Sofatutor employee had a considerable knowledge advantage over ChatGPT due to the
previously executed manual classification.

Additionally, the level of complexity increased due to the fact that the comments are au-
thored by children, resulting in incoherent, contradictory, or unconventional expressions with
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frequent spelling and grammar errors. The elongation of individual letters or the abundance
of emojis often led to a hide classification in the manual procedure. These types of comments
posed a significant challenge for a zero-shot classification.

Moreover, the brevity of comments presented a challenge for language models. While both
fine-tuning and zero-shot approaches faced difficulties, the zero-shot model struggled more due
to the lack of additional context for short texts.

However, challenges persisted, and the study highlighted the need for more practical re-
search on the deployment of zero-shot models in real-world scenarios. Understanding the tasks
and data that can be processed with high accuracy, as well as those requiring fine-tuning, is
essential for effective utilization in various industries. Consideration should be given to the im-
perfect and unconventional nature of texts in real-world applications. Current research datasets
typically originate from high-quality and/or synthetic sources, and the robustness of zero-shot
models under special data conditions need further exploration.

5 Conclusion

This research aimed to test the accuracy of text classification using two different methods
through a practical experiment. The classification was conducted using a language model
with fine-tuning and two different zero-shot models. The study utilized comments from the E-
Learning platform Sofatutor, categorized into three classes: no action (mostly praise or neutral
statements), support (questions, errors in tasks, or constructive feedback), and hide (meaning-
less comments or insults). The language model xlmroberta-base was trained with four different
training sizes, achieving classification accuracies between 82.32% and 86.54%.

For zero-shot classification, two different language models (roberta and mDeBERTa) and
two label generation approaches were chosen. A Sofatutor employee and ChatGPT were con-
sulted for suitable additions to the hypothesis statement, resulting in an average accuracy (av-
eraged per label approach and model) between 46.2% and 54.5%, with the best result reaching
61.48%. Human-generated labels consistently led to better results in both models.

Overall predictions in the three different classes for the fine-tuning approach were balanced,
with slight weaknesses in the no action class. In the zero-shot approach, weaknesses were ob-
served in the hide class due to the diverse content falling into the class. The inherent difficulty of
classifying non-homogeneous classes with a single label in zero-shot learning likely contributed
to this issue. In contrast, fine-tuning does not encounter this challenge. Furthermore, the lower
performance when using zero-shot learning could be attributed to the special linguistic struc-
ture of comments written by pupils (1st to 12th grade). The data quality differs from often used
high-quality datasets in research and needs further investigation to strengthen this assumption.

While zero-shot models offer advantages for SMEs, such as ease of use and minimal im-
plementation requirements, they are currently less accurate than fine-tuned models. Few-shot
classification, requiring minimal training data, presents a promising approach that warrants
further exploration. This research aims to contribute to understanding if zero-shot learning is
applicable in business contexts. With a maximum accuracy of 61.48%, zero-shot classification
is deemed too imprecise for practical use in Sofatutor. However, pre-sorting the no action class
through a zero-shot model could be considered, as it does not lead to irreversible actions. Un-
derstanding the strengths and weaknesses of zero-shot learning is crucial for companies, and
further practical research is needed.
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