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Abstract: Emotions play a crucial role in human-machine interaction (HMI), and
their accurate representation in speech recordings is essential for creating natural
and realistic affective computing components as speech emotion recognition and
speech synthesis. However, evaluating the emotional content in speech is a difficult
task, as there exist a vast amount of different emotional representations and there is
no objective benchmark test to assess the cross-reliability of emotions in different
datasets for the HMI domain. This paper evaluates the cross-reliability of emotional
content using speech emotion recognition and valence-arousal-dominance prediction
models. The study examines three emotional speech datasets, which were selected
to represent a range of emotional content as well as different languages (English
and German) and are developed in for speech synthesis task. Thereby, the paper
especially focuses on the recently published Thorsten emotion dataset.
The results of the conducted experiments showed that the Thorsten emotion dataset
achieves state-of-the-art recognition rates on within corpus tests. The experiments
also showed high cross-reliability of shared labels (happy/amused, neutral, angry)
while unusual labels (drunk, drowsy, whispering) lead to higher confusion.

1 Introduction

Data scarcity is a big problem in data driven domains such as speech emotion recognition
(SER) and presents a long known but still urgent challenge [1]. This turns out to be especially
true when looking for public available data that should still meet the requirements of high
quality recordings, reliable emotion labels, and correct language domain [2]. There are few
commonly used speech emotion datasets with recent appearance for German and English:
IEMOCAP [3], RAVDESS [4] (English), EmoDB [5] and FAU Aibo Emotion [6] (Currently
not accessible) (German). In 2021, the Thorsten emotion dataset [7] with vast amounts of
speech recordings from one speaker was released. This is particularly valuable when it comes
to emotion-preserving synthesis tasks, as for this purpose high quality recordings of different
emotional expressions are needed from one speaker [8].

To this end, reliability has to be ensured in the sense that annotated, or acted emotions are
actually perceived, something that has yet not been done for this dataset of elicited emotions.
Therefore, this paper performs two recognition experiments, that serve as a benchmark test. An
emotion recognition is conducted with data from the same (within-corpus) and from comparable
(cross-corpus) datasets. The measurement of the emotion recognition performance using well-
known datasets will serve as an objective comparison, but is known to be challenging. Especially
when having different emotional categories per dataset, see [9] for a detailed discussion. In this
paper, we therefore train and evaluate the performances of emotion recognizers for German and
English speech on Thorsten emotion dataset and compare the results in a within-corpus and
cross-corpus manner. Additionally, we extract valence, dominance, and arousal labels to gain
further insights on the perception of the demonstrated emotions.
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2 Related Work

Cross-corpus-reliability is an ongoing research topic in the field of SER. Schuller et al. [10] tested
six databases in a cross-corpora evaluation experiment using different types of normalization.
The authors observed performance inferiority of cross to within-corpus testing. In [9] a similarity
measure is introduced. The authors combined different corpora based on their measured similarity
and showed that there is a relation between measured similarity, partly traced back to similar
recording conditions, language, and type of emotion, and the recognition performance.

Furthermore, many efforts have been made to adapt SER to different domains [11, 12, 13, 14]
However, most of the research that has been conducted on different datasets has focused on
comparing datasets across different language domains, and sometimes even comparing datasets
containing speakers of different ages. Zhang et al. [15] found that classification accuracy on
cross-domain (speech or song) datasets is highest when information is shared between closely
related tasks and the output of disparate models are fused. Milner et al. [16] investigated whether
information learned from acted emotions is useful for detecting natural emotions, showing the
transfer of information is not successful. The authors also highlight the benefits from training on
different corpora. They also mention difficulties arising from different methods of annotating
emotions, causing a drop in performance. Other approaches [17, 18] found domain adversarial
training to be more suitable for generalizing to emotions across datasets. Zhao et al. [19]
showed that extracted deep representations combined with a linear support vector classifier are
comparable to standard acoustic feature representations in emotion recognition tasks.

3 Method

DATASETS: RAVDESS and EmoDB have been used as benchmark corpora in different experi-
ments related to speech synthesis or emotion recognition [20, 21, 22, 23, 24, 25]. The Thorsten
emotion dataset has not yet gained as much attention. All datasets were down-sampled to 16 kHz,
as they originally come in different sampling rates.

• RAVDESS [4] consists of 1 440 speech files of 4 actors (12 female, 12 male) and contains
the eight emotion categories: happy, calm, neutral, sad, angry, fear, surprise, and disgust
(••••••••). The recordings are approx. 4sec long, consisting of two lexically-matched
statements, and were recorded at 48kHz sampling rate.

• EmoDB [5] consists of 535 speech files of 10 German speakers (5 female and 5 male) and
contains the seven emotion categories: happiness, boredom, neutral, sadness, fear, anger,
and disgust(•••••••) realized on a neutral speech content. The data was recorded at a 48
kHz sampling rate and then down-sampled to 16 kHz. The recordings are approx. 3sec
long.

• Thorsten emotion dataset (Thorsten) [7] consists of 2 400 files of a single male German
speaker (no actor) and contains the eight expression styles: amused, drowsy, neutral, drunk,
whispering, angry, surprised and disgusted(••••••••). Each emotion has been recorded on
300 identical phrases. The samples range from 2 to 6 seconds. The data was recorded at a
16 kHz sampling rate.

The distribution of the different emotion classes for each of the considered datasets is
depicted in Figure 1. It can be seen that RAVDESS and EmoDB share six emotion categories
(neutral, happy, disgust, angry, fear, and sad). The category calm (RAVDESS) and bored
(EmoDB) are at least similar in their valence and arousal values [26]. All three datasets only
share three categories, namely neutral, disgust and angry, while again happy (RAVDESS and
EMODB) and amused (Thorsten) can be seen as similar. Additionally, RAVDESS and Thorsten
share the category surprise.
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(a) RAVDESS Emotion Distribution (b) EmoDB Emotion Distribution (c) Thorsten emotion Distribution

Figure 1 – Pie chart to illustrate the distribution of samples per emotion class for the considered datasets.
Similar emotions are depicted using similar colors.

EVALUATION: To gain more insights and facilitate better understanding of the emotion labels,
in addition to a category-based SER also dimensional SER regarding valence, arousal, and
dominance were conducted. To objectively determine these dimensions, we used a dimensional
SER model (see Figure 2b) introduced by Wagner et al. [27]. This model is based on a pretrained
wav2vec 2.0 model [28] (63k hours of English speech). A pooling layer is applied over the
hidden states of the last transformer layer, fed through a hidden layer and passed to the final
output layer. Wagner et al. fine-tuned the model on the MSP-Podcast corpus. Wagner et al.
report a concordance correlation coefficient of 63.8% on MSP-Podcast and 44.8% on IEMOCAP
(cross-domain data). We apply this method on each dataset.

In order to effectively assess the emotion categories, a SER model proposed in [29] is used.
The author developed a parallel 2D CNN – bidirectional LSTM with attention, based on [19].
The final model, as used in this paper, concatenates the output of the convolutional blocks with
the bidirectional LSTM together with an applied attention mechanism as seen in Figure 2a. For
each dataset, data splits of 80% training, 10% validation and 10% test were used. During training,
the data is augmented with white Gaussian noise. Afterward, models were tested across datasets.
The comparison of cross-dataset test is done qualitatively (confusion plots) since the emotions in
the datasets don’t correspond exactly. To allow a direct objective comparison, additional models
were trained on shared labels (happy/amused, angry, neutral, disgust), reporting model accuracy
for comparability with state-of-the-art recognition rates.
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Figure 2 – The two SER model architectures used in this paper.
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4 Results

(a) RAVDESS scatter plot of emotions:
happy, calm, neutral, sad, angry, fear, sur-
prise and disgust (••••••••)

(b) EmoDB scatter plot of emotions: happi-
ness, boredom, neutral, sadness, fear, anger
and disgust(•••••••)

(c) Thorsten scatter plot of emotions:
amused, drowsy, neutral, drunk, whispering,
angry, surprised and disgusted(••••••••).

(d) RAVDESS 3D Valence-Dominance-
Arousal-Plot

(e) EmoDB 3D Valence-Dominance-
Arousal-Plot

(f) Thorsten 3D Valence-Dominance-
Arousal-Plot

Figure 3 – 2D and 3D Valence-Dominance-Arousal-Plots

The results of the dimensional analysis are shown in Figure 3 as 2D and 3D plots of valence,
dominance, and arousal. Among all datasets, the category angry is broadly scattered on the
valence axis. It is also the emotion with the highest prediction value for arousal and dominance,
followed by happiness and disgust. In case of RAVDESS and Thorsten, calm and sleepy show
the lowest arousal values and also the highest density on the valence scale. In EmoDB, this is the
case for the category sad. The most clearly defined clusters of emotions can be observed in the
3D-plot of the Thorsten emotion dataset (see. Figure 3f).

Table 1 – Cross-corpus accuracy on shared labels (happy/amused, angry, neutral, disgust).

Model vs. Test data RAVDESS EmoDB Thorsten
RAVDESS 74.29% 44.12% 33.33%

EmoDB 41.43% 88.24% 44.17%
Thorsten 37.14% 55.88% 97.50%

When tested within corpus, the model trained and tested on Thorsten emotion dataset
performed best (96.67% test ACC), followed by the model trained and tested on EmoDB (77.18%)
and RAVDESS (71.33% test ACC). On shared labels, within corpus, EmoDB achieves 88.24%,
RAVDESS 74.29% and Thorsten emotion Dataset 97.50% test accuracy. The confusion matrices
(see. Figure 4) show that the model trained on Thorsten emotion dataset had only minor
confusions, while the model trained on EmoDB had some confusion on angry and neutral speech
while having a tendency to label samples as neutral or happy. The model trained on RAVDESS
had the highest confusion on neutral and surprised, and a high false acceptance on sad.
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The results on cross-corpus evaluation on shared labels can be seen in table 1. The confusion
matrices also show that not only different labels, but also different language domains, are a
cause for increased confusion. In case of the models trained on German datasets (EmoDB and
Thorsten), the true positive recognition on English test data (RAVDES) was highest for angry
speech (Thorsten 75%, EmoDB 55%). In case of the model trained on the Thorsten emotion
dataset, this category also shows the highest false acceptance(25%).

In turn, the model trained on English data has the highest false acceptance rate for fear when
tested on EmoDB (31,6%) and Thorsten emotion dataset (21,6%). Across German datasets, the
model trained on EmoDB perceived most of Thorsten emotion dataset as angry.

(a) Train: Ravdess, Test: Ravdess (b) Train: Ravdess, Test: EmoDB (c) Train: Ravdess, Test: Thorsten

(d) Train: EmoDB, Test: Ravdess (e) Train: EmoDB, Test: EmoDB (f) Train: EmoDB, Test: Thorsten

(g) Train: Thorsten, Test: Ravdess (h) Train: Thorsten, Test: EmoDB (i) Train: Thorsten, Test: Thorsten

Figure 4 – Confusion plots on Cross-Dataset test data (80% training / 10% validation / 10% test)

5 Conclusion

The common approach of clustering into arousal, valence, and dominance splits confirms that
the acted emotions recorded by Thorsten are similarly distributed as in RAVDESS and EmoDB.
In comparison to RAVDESS, samples in EmoDB and the Thorsten emotion dataset are more
distributed along the valence axis. An effect that can also be seen in the 2D scatter plots dataset.
This might be caused by the fact that the utilized model was pretrained and fine-tuned on English
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speech data.
It has to be highlighted that in the 3D-scatter plot of the Thorsten emotion dataset, the

emotions form clusters that are more coherent than for the other datasets. This is probably
because the Thorsten emotion dataset only consists of one speaker. There also seems to be a
linear relationship between the dimensions of dominance and arousal, visible in all three datasets,
which could hint correlation: lower values of arousal are in accordance with lower values of
dominance and vice versa. If this is a true correlation or only caused by accident due to the fact
that the training data used for fine-tuning is semi spontaneous, and current the test dataset is
acted, has to be analyzed in future experiments.

The Thorsten emotion dataset performs best in terms of both within-corpus testing, reaching
state-of-the-art recognition rates (96,67%) and cross-corpus tests on unified labels (97.50%).
Unfortunately, the results on RAVDESS reported by [29] (95.40% Acc.) on within-dataset tests
could not be reproduced. This might be due to the change of sampling rate, reducing the quality
of extracted deep embeddings. The recognition rates on EmoDB of other state-of-the-art models
using SVM could not be reproduced as well. This could be due to the fact that EmoDB is a very
small dataset of 535 samples vs. Thorsten with 2400 samples and therefore not suitable for a
network of this size.

The cross-corpus evaluation also highlights the issue of not having the same emotion labels,
as well as different language domains, both leading to high confusion rates. The test with shared
labels still showed that the emotion categories contained in the Thorsten emotion dataset achieves
similar performance in cross-corpus testing. Especially the additional labels in the Thorsten
emotion dataset (i.e., drunk, whispering, sleepy) lead to confusion. Nonetheless, this specific data
could prove useful in special scenarios such as driver evaluation, for improving the conditions
for safe driving as discussed by [30]. Overall, Thorsten emotion dataset provides, a relatively big
amount of high quality speech samples, thus allowing good results in terms of cross reliability.
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