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Abstract: We applied three common supervised classification models, including
Random Forest (RF), Naive Bayes (NB), and Support Vector Machine (SVM), to
classify speakers based on rhythm features. The dataset consisted of a set of read
speech by 8 Persian speakers. Following previous studies, rhythm parameters in
domains other than time, namely intensity and frequency, had been considered in
the selection of rhythmic features and subsequently used for classifying speakers.
Whereas PVIs and rate features contribute most to accuracy and Gini in particular
for RF, there seems to be no aggravating difference between model schemes (OVR
and OvO) with respect to performance.

1 Introduction

In recent years, rthythm research has evolved from a debate about the controversial dichotomy
of syllable timing and stress timing classes to an examination of the concept of variation within
language and even within speakers. Several studies indicate that the method of data collection
[1], the different complexity of phonotactics of sentences [1, 2, 3], the patterns of stress and
intonation [2, 4], speaker age [5, 6], and speaker health [7] can lead to rhythmic variations.
Such views in rhythm analysis go beyond the main assumption of typological approaches [8],
which assume small differences between and within speakers. On the contrary, the general
idea is that specific characteristics based on the effects of individual anatomical configurations,
such as laryngeal size, duration of vocal tract activity, or size of tongue movement area, lead
to specific temporal organization and influence rhythmic measures such as %V, %V O, AV, and
(pairwise variability indeces) PV, which vary considerably between speakers [3, 9, 10, 11].
The approaches applied in this paper are primarily concerned with determining models
for evaluating and representing such rhythmical variations. The use of machine learning (ML)
methods for speaker recognition based on verbal features has yielded relatively good results so
far, but the limitations in terms of computational complexity and effort cannot be ignored [12].
Recently, there have been some attempts to use rhythmic metrics to improve speech recognition
models such as speaker identification (SID) and language identification (LID) or even speech
intelligibility [13]. However, the instability of rhythmical indicators in different speech contexts
seems to be often ignored. These approaches attempt to model rhythmic units (e.g., "pseudo-
syllables", see [14, 15]) to extract features for training ML models. Others involve statistical
studies of rhythm-related features in the extracted signal periodicities [16, 17]. In addition,
other studies have applied ML models in order to recognize speakers based on emotion, dialect,
or social class. As an example, Alotaibi et al. [18] investigated the relationship between rhythm
metrics and the ability to classify speakers of a Levantine Arabic dialect by gender and social
class using rhythm metrics and artificial neural networks (ANN) as a classification model. Their
results show that the classification accuracy is higher when interval measures and PVI rhythm
metrics are used, higher than when only interval measures are used as rhythm indicators.

194



Furthermore, the useful effect of adding rhythmic features for classification of a speaker’s
emotions has been confirmed [19, 20]. Another study [21] on speech identification with rhyth-
mic features, used an automatic rhythm extraction method from Music Information Retrieval to
describe the periodicity of speech and applied the Support Vector Machine approach [cf. 22].
They developed a novel method for extracting rhythm-related speech features by using several
novel features such as spectral fluency, spectral flatness, spectral centroid, RMS amplitude, and
fundamental frequency in speaker identification (see [23] for more information on these fea-
tures), and sub-features were extracted from the above features using a beat histogram. Their
results only partially confirmed the original form of the rhythm class hypothesis. Lykartsis et.
al [12] applied the above novel features to speaker identification using the TEVOID corpus [24]
to determine whether the proposed rhythmic features could be as successtul for SID as for LID.
They achieved an average accuracy of 26.95%, although the values varied for different speakers.
Using a set of spectral features, the performance results of their model changed significantly,
reaching an accuracy of 87.6% without much difference between speakers. Unlike the results
they showed in speech recognition, or the effect of the specific nature of the data used, the fea-
tures used may not be able to capture the variability between speakers. However, the change
in the accuracy of the model in speaker recognition when using rhythmic features and adding
spectral features may be a matter of debate. In this study, we attempt to follow this ML ap-
proach by using supervised speaker classification models and rhythm indicators and applying
them to a Persian corpus. Our goal is infer alia to compare the performance of different models
in classifying Persian speakers and to analyze the effects of model schemes (one-to-one versus
one-to-rest classification, see below) on model performance. In addition, we intend to evaluate
the importance of different features in classifying Persian speakers and to gain more insight into
the variability in Persian speech rhythm as such.

2 Methods

Our goal in this research is to compare different ML algorithms in order to increase the accuracy
of speaker identification. Here, we apply three common supervised classification methods,
including Random Forests (RF), Naive Bayes (NB), and Support Vector Machines (SVM), to
classify speakers based on rhythm features.

2.1 Feature selection and model evaluation

Following the computational approaches in rhythm analysis and the use of rhythm indicators in
speech recognition, the question of selecting and extracting rhythm-related features arises again.
These features will form the basis for data training in ML models. The question arises how the
selection of rhythm metrics from different acoustic domains (time, intensity and frequency)
affects the accuracy of the classification models. Is it better to consider only one domain to
achieve more accurate performance, or will classification accuracy benefit from adding features
from other domains? From this point of view and based on the common rhythmic metrics
introduced in phonetic studies (see above), we define two categories of features. First, fea-
tures defined exclusively in the time domain, and second, features that have applied metrics to
quantify rthythm in other domains. Previous studies have already demonstrated the application
of these metrics in other domains (e.g., [25]). Here, the features in the time domain include
nPVIv, rPVic, %V, AC, varcoC, syllable rate, CV rate, whereas features in the frequency
domain include nPV Iy, rPVIyg of the syllables, and features in the intensity domain include
rPV Lintensirys NPV Linensity Of the syllables. The goal is to decide on the features that lead to the
optimal performance of the model and discard the redundant or irrelevant ones. In addition,
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the performance of classification models is evaluated using a set of data mining metrics such as
accuracy, sensitivity, specificity, precision, detection, and F-Measure, which indicate the classi-
fication capability of the model and are used to determine how well the algorithm performs on
a given data set (for more details see [26]).

2.2 Classification scheme

Types of classification are usually divided into two main groups depending on the number of
classes. One side there are binary classifications, in which the data are divided into two classes,
and the other side there are multi-class classifications, dealing with so-called multi-class prob-
lems, which is not limited to a certain number of classes. In the speaker classification in the
present study, we are naturally confronted with a multi-class situation. In language classifica-
tion, the situation is also inherently multi-class, but here we use binary classification due to
the limited amount of data. For ML models, it is not the case that all classification prediction
models support multi-class classification. Algorithms such as logistic regression and SVMs are
natively suitable for binary classification and do not support classification tasks with more than
two classes. However, decomposition strategies have been proposed [cf. 22] to use binarization
techniques to deal with multi-class problems and to partition the original problem into binary
classifiers. The most common strategies are "one-vs-rest" (OVR for short, also referred to as
One-vs-All or OvA) and "one-vs-one" (OvO). In the OvO approach, the problem is divided into
so many binary problems that all possible combinations between pairs of classes are covered. In
the OVR approach, a classifier is trained for each class such that this class can be distinguished
from all other classes [27]. In a study to classify speakers based on rhythm features, [12] used
a OvO multiclass supervised classification setting and explained that this setting was chosen to
determine how well the algorithm can distinguish one speaker compared to another, rather than
all the others combined.

2.3 Dataset

The data of the present study includes Persian read speech. Previous studies have consid-
ered Persian rhythm as syllable-timed, and the simple syllabic structure of this language (i.e.,
CV(C)(C)) and the absence of vowel reduction patterns have been taken as evidence for this
assumption (e.g., [28, 29, 30, 31]). The hypothesis of a more syllable-timed rhythm of formal
Persian using rPVI and nPV I indices [8] and by considering vowel intervals as the basic units
had been confirmed [32]. Further, the rhythm of Persian based on the length of vowel intervals
and consonance as well as the intensity of syllables was investigated by [33]. Assuming that
Persian is a syllable-timing language they demonstrated the differences between speakers based
on the indicators %V, AV, AC and nPVI-V. Following this research approach, we use Persian
read speech as our research data. However, our goal is not to identify the rhythmic class of
Persian, but to evaluate the possibility of speaker classification based on rhythmic features. The
data consists of audio recordings of eight speakers (4 males and 4 females) reading part of a
short story at their normal speaking rate in a quiet room. The signal extracted of each speaker is
also divided into three sections according to the text paragraphs. It is assumed that the speaker
is likely to have a different speaking rate at the beginning, middle and end of the text, which
may affect the rhythm measurement. The speech signals were segmented and divided into con-
sonantal, vocalic, and syllabic intervals in the Praat environment ([34] v. 6.2.14), and then the
aforementioned rhythm metrics were calculated in the R-environment [35]. Subsequently, the
obtained data frame was divided into training and test data in a ratio of 80:20. Previously, due
to the different values of the features, especially in the different acoustic domains, a standard-
ization of the data was performed using the scale function in R.
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3 Results

3.1 Unsupervised classification

As a first step, we visually represent the distribution of speakers based on rhythmic features
to gain an understanding of the data. In order to consider the effect of all features on speaker
dispersion, we used the score plot (Fig. 1 left) obtained from a principal component analysis
(PCA) and grouped the available features into two dimensions. For each speaker, there are three
points in the plot representing the signal extracted at the beginning, middle and end of reading
the text by the speaker and the points of each speaker are clustered together by the color. Also,
the loading (bi-)plot (Fig. 1 right) obtained in factoextra package [36] shows the relationship
between PCs and rhythm variables. As can be seen, the PV I metrics go in the same direction for
both intensity and frequency domains. The speech rate metrics also go in the same direction.
Other metrics in the time domain, with the exception of the vocalic percent, follow the same
direction to varying degrees.
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Figure 1 — PCA (left) component distribution per speaker; (right) biplot for individual parameters

3.2 Supervised Speaker classification: Comparing the performance of the models

The question of choosing the appropriate learning model in classification problems has also
arisen in the field of speaker classification. The question is which learning model has higher
performance in recognizing speakers in a given language, and the reasons for this have been
discussed in terms of phonetic content, phonotactic constraints, speech rhythm, and so on (see
e.g., [37]). Here, we compared RF, SVM, and NB models in two different schemes (OvO and
OvR) based on accuracy, precision, recall, and f1 score.

The plots (s. Fig. 2) show no clear difference between the results of the two schemes in
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Figure 2 — Comparison of classification models
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each classification model. Only in the SVM model do the results of the two schemes differ
slightly for the recall score. In general, the figure (2) shows that the scheme has no effect on
the speaker classification results. However, comparing the results obtained between different
classification models is worth considering that the NB model has significantly low performance
in classifying Persian speakers. The scores obtained in the other two models are quite similar.
These results can be seen as confirming the effect of the choice of a model on the accuracy of
speaker classification.

3.3 Feature importance

Evaluating the impact of features in the classification model is another interesting topic in model
development. In classification models, the importance of features can be ranked based on their
usefulness in predicting the target variable. There are several algorithms for determining the
importance of features. Among them, we consider the mean decrease accuracy and mean de-
crease Gini coefficients as the basis for analysis (s. Fig. 3). Mean decrease accuracy coefficient
shows how much removing each feature affects the accuracy of the model. Eliminating more
important features of the model further affects its accuracy. Mean decrease Gini coefficient
indicates how each feature contributes to the homogeneity of nodes and leaves in the resulting
Random Forest. The higher the value of mean decrease accuracy or mean decrease Gini, the
more important the feature is to the model under study.

syl_rate ° nPVI_int °
cv_rate ° rPVI_f0 U]
rPVI_f0 U nPVI_f0 °
nPVI_int L syl_rate *
nPVI_f0 ° cv_rate °
rPVI_c ° rPVI_int o
rPVI_int * PVl_c L
v_percent ° v_percent °
c_sd ° ¢_sd L
nPVI_v ° nPVI_v °
varco.c |® varco_c °

T T T T T T T T T T

2 0 2 4 6 8 0.0 0.5 1.0 15

MeanDecreaseAccuracy

MeanDecreaseGini

Figure 3 — Feature Importance in RF Model

4 Discussion & Conclusion

Studies in the field of speaker identification and speaker classification based on phonetic fea-
tures have increased, and various research works attempt to shed new light on the studies in
this field, taking into account different aspects. The present study was an attempt to evaluate
the effects of model selection, schema selection and feature selection in speaker classification
based on rhythmic features. Although the selected aspects cannot be considered completely
innovative compared to previous studies, their application to a Persian corpus provides new re-
sults in the field of studies on this language. The first impression of the obtained results shows
the impact of "model selection" on the performance of the classification model. The reason for
this effect requires more extensive studies on the structure of the language and the effects of the
selected features. Although, due to the limitations of this study, such as the small size of the
corpus in terms of the number of speakers and the consideration of only one type of speech,
caution should be advised in generalizing the results of this study to the Persian language as a
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whole. Moreover, the question of the selection of appropriate rhythmic features or even, from
a broader perspective, the suitability of rhythmic features engineering for speaker classification
algorithms remains an open and controversial issue, especially since the performance of these
models is relatively low compared to models based on spectral features. In our studies, the
accuracy of the RF model was about 50%, while the studies based on spectral features gave an
accuracy of over 80% (see, e.g., [12]). However, a review of the performance of the features
in the present analysis indicates that improvement in the performance of classification mod-
els based on rhythmic features should be sought in the selection of indicators that reflect the
greatest differentiation among speakers. It should be noted that the interval measures and PV Is
used as features here were initially introduced as features against the isochrony hypothesis, ac-
cording to which sequences of syllables (syllable timing) or feet (stress timing) occur more or
less simultaneously [38]. These indices were originally responsible for differentiating between
languages in terms of rhythmic class, but on the basis of other characteristics of speech patterns
such as syllabic complexity, vowel reduction, and stress-based lengthening. In addition, other
measures (e.g., VarcoC, VarcoV') were first introduced to show rhythmic class differences at
other levels such as the coefficient of variation of C and V interval durations and rate variabil-
ity. However, there is still evidence that rhythmic measures such as %V, %V O, AV and PVI
vary significantly between speakers [3, 9, 11]. Moreover, using the measures of %V, [39] show
that timing patterns in speech are proportional to the size of tongue movement area (TMA).
In other words, the larger the TMA, the higher the average %V values. Others [40] showed
that this measure reveals more between-speaker differences than other rhythm measures such
as Varco or PVI. In the ranking of the features in the current study, this feature was placed
in the middle position after the features based on frequency and intensity domains and those
based on speech rate. However, in order to arrive at individual characteristics, it is necessary
to consider other aspects in future research. In the present study, considering the values of the
PV index in other domains such as frequency and intensity seems to be a good step, especially
since their influence on the ranking of the importance of the features became obvious. Thus,
in setting the overall perspective for determining features, attention must be paid to approaches
that take into account the effects of individual anatomical configurations that lead to different
articulatory gestures and ultimately cause idiosyncratic pathways in the occurrence of temporal
patterns. The culmination of this approach may be seen in frameworks that search for rhyth-
mic features in the domain of intensity and based on patterns based on the amplitude envelope.
Dellwo et al. [24] applied the technique of measuring the variability of peak-to-peak intervals in
the amplitude envelope. He & Dellwo [41] stated that such a measure assumes that the anatomic
characteristics of the speech organs and their movement leads to a certain temporal organization
of in the specific characteristics of the amplitude envelope. On this basis, the characteristic of
intensity variability in inter-syllable time intervals is used as another criterion for examining
individual characteristics, which of course, reflect a significant speaker effect.
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