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Abstract: Research has shown that automatic speech recognition (ASR) systems

exhibit biases against different speaker groups, e.g., based on age or gender. This

paper presents an investigation into bias in recent Flemish ASR. Seeing as Belgian

Dutch, which is also known as Flemish, is often not included in Dutch ASR sys-

tems, a state-of-the-art ASR system for Dutch is trained using the Netherlandic

Dutch data from the Spoken Dutch Corpus. Using the Flemish data from the

JASMIN-CGN corpus, word error rates for various regional variants of Flemish

are then compared. In addition, the most misrecognized phonemes are compared

across speaker groups. The evaluation confirms a bias against speakers from West

Flanders and Limburg, as well as against children, male speakers, and non-native

speakers.

1 Introduction

The omnipresence of the Internet of Things came with a rise in voice-automated devices such

as smart speakers. However, these devices do not perform equally well for everyone trying to

use speech to control the room temperature or create a shopping list. The accuracy with which

the voice commands are recognized by the automatic speech recognition (ASR) system is de-

pendent on various factors. For example, ASR systems experience difficulties in distinguishing

commands when multiple people are speaking [1], when the environment is noisy [2, 3], or

when the speech contains multiple languages [4]. Another influence on the accuracy of ASR

are the speakers themselves [5].

Previous research, often focusing on the English language [e.g., 6, 7, 8], has shown per-

formance differences in ASR due to sociolinguistic factors such as age and gender. The lower

recognition performance for a speaker group compared to another speaker group is referred to

as ‘bias’ [9]. As these systems are used worldwide, finding biases in different languages is of

high importance. Therefore, a recent study quantified bias between various speaker groups in

a Dutch state-of-the-art ASR system [9]. It demonstrated that an ASR trained on Netherlandic

(NL) Dutch performed poorly on Flemish, Dutch spoken in Belgium, while Van Dyck et al.

[10] found low word error rates (WERs) for Flemish in a Flemish-trained model, namely ap-

proximately 10%. Since most (commercial) ASR systems do not include Flemish [11], and

Flemish speakers thus have to use NL Dutch ASR systems, and since Flemish consists of var-

ious regional varieties that differ in intelligibility, [e.g., 12], this paper seeks to answer the

question: To what extent does a Dutch hybrid Deep Neural Network-Hidden Markov Model

(DNN-HMM) ASR system exhibit bias against speakers from different Flemish regions, and

what is the influence of age, gender, and (non-) nativeness on bias and recognition performance?

This question is further investigated through an analysis of the misrecognized phonemes for all

speaker groups.

In Section 2 we describe the method. The results from the bias analysis are in Section 3.

The results are then discussed in Section 4, followed by a conclusion.
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2 Method

The training and testing corpora are described in Section 2.1 and the ASR model is outlined in

2.2. The evaluation is provided in Section 2.3.

2.1 Corpora

The Spoken Dutch Corpus (CGN) [13] was used for training. The CGN contains speech from

various scenarios including spontaneous face-to-face conversations, news reports, and telephone

conversations. The training data consisted of approximately 500h of NL Dutch.

To evaluate the model, Flemish data from 207 speakers from the JASMIN-CGN corpus

[14] was used. The corpus is an extension of the CGN and contains read speech and human-

computer interaction (HMI) speech data of children and youngsters, older adults as well as

speakers whose first language is not Dutch. The inclusion of this speaking style in the corpus

is interesting, given that many applications of ASR, such as smart kitchen devices [15], are

designed for (semi-) spontaneous speech rather than read speech.

The test data consisted of speech from four Flemish regions. Table 1 shows the regions and

the number of male and female speakers (please note that only binary genders are indicated in

the metadata of JASMIN), as well as the various age groups and amount of data per group.

Regional variety Speakers (female, male) Group (ages) Speakers (female, male) Data

West Flemish (peripheral region) 40 (22, 18) Native Children (7–11) 43 (23, 20) 6h 10m

East Flemish (transitional region) 38 (19, 19) Native Youngsters (12–16) 44 (22, 22) 6h 10m

Brabantian (core region) 62 (32, 30) Native Older Adults (65+) 30 (19, 11) 5h 5m

Limburgish (peripheral region) 34 (18, 16) Non-native Children (7–16) 52 (25, 27) 6h 10m

Non-native Adults (18–60) 30 (19, 11) 6h 10m

Table 1 – Number of speakers per region and age group.

For adult non-native speakers, their Dutch language proficiency in the form of their level

in the Common European Framework of Reference for Languages (CEFR) was provided. A1:

9 speakers (6 female, 3 male). A2: 9 speakers (5 female, 4 male). B1: 11 (8 female, 3 male).

2.2 ASR System

The state-of-the-art ASR system was a hybrid TDNN-BLSTM DNN-HMM system [16] from

Feng et al. [9] which was trained using Kaldi [17]. The TDNN-BLSTM model consisted of

three 1024-dimensional TDNN layers and three sets of bi-directional, 1024-dimensional LSTM

layers. The lattice-free maximum mutual information criterion [18] is used to train the model,

alongside various data augmentation methods to increase the amount of training data: noise

[19], speed perturbation [20], and reverberation [21]. High-resolution mel-frequency cepstral

coefficients of 40 dimensions are used as input features to the acoustic model, which is trained

for 4 epochs. A pre-trained GMM-HMM elicits context-dependent phone alignments through

forced alignment, which are used to train the acoustic model. The system utilizes an RNNLM

[22] with three TDNN and two LSTM layers. N-best results are generated by a tri-gram lan-

guage model and rescored by the RNNLM, which are both trained on CGN transcriptions.

2.3 Evaluation

The model was evaluated using samples of read and HMI speech by calculating WERs for the

different speaker groups, based on weighted averages. Biases were estimated by investigating
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the differences in WERs across speaker groups. Phoneme error rates were obtained from pho-

netic transcriptions using the Phonemizer [23] with an eSpeak NG1 backend, scored with the

SCLITE Scoring Package2. This allowed for a closer examination of which phonemes were

susceptible to misrecognition and could cause biases.

3 Results

Overall WERs of 41.97% and 47.90% were obtained for read and HMI speech, respectively.

The results from the bias analysis based on different factors are provided in the following

sections: region in Section 3.1, age and (non-) nativeness in 3.2, and gender in Section 3.3.

Moreover, an analysis of the most misrecognized phonemes is provided in Section 3.4.

Please note that the averages in the figures below are weighted, meaning that the ratio of

female to male speakers and their respective WERs impacted the average WERs.

3.1 Regional Biases

Figure 1 shows that, for read speech, speakers from Brabant were best recognized and those

from West Flanders and Limburg the worst. A quantification of the bias shows that the model

performed 22.4% worse for West Flemish and 20.9% for Limburgish speakers compared to

Brabantian speakers.

Figure 1 – WERs (%) for read speech across region and gender.

Figure 2 – WERs (%) for HMI speech across region and gender.

From Figure 2 it is clear that speech from HMI was recognized more poorly than read

speech, with WERs approximately 10 percentage points higher than in Figure 1. This discrep-

ancy can be found across the different regions. Still, overall, the model performed best for

1https://github.com/espeak-ng/espeak-ng
2https://github.com/usnistgov/SCTK
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Brabantian speech and worst for West Flemish and Limburgish. A comparison of the averages

per region found a 15.5% bias against West Flemish speakers and 14.3% against Limburgish

speakers compared to Brabantian speakers.

3.2 Age and Non-Nativeness Biases

Figure 3 indicates that native children and youngsters were recognized approximately 65% and

37% more poorly than native older adults, respectively. A comparison of the results for read

speech by non-native children to those of native children showed a bias of approximately 27%.

Figure 3 – WERs (%) for read speech across age, gender, and (non-) nativeness.

For HMI, the model also performed best on speech by native older adults, as shown in

Figure 4. This resulted in a bias against children of 37.4%. For non-native children and adults,

a difference of 7.7% was found. However, a comparison between HMI speech by non-native

children and native children showed a smaller bias than for read speech, around 2%.

Table 2 splits the recognition results of non-native speakers up according to their CEFR

level and shows that the best WERs were obtained for speakers in the A2 level.

Figure 4 – WERs (%) for HMI speech across age, gender, and (non-) nativeness.

CEFR Read HMI

Female Male Average Female Male Average

A1 52.7 50.2 51.8 60.0 74.1 62.1

A2 40.1 46.4 42.9 42.8 46.5 43.8

B1 52.0 46.4 50.3 59.8 50.3 55.0

Table 2 – WERs (%) for read and HMI speech across language learning levels.
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3.3 Gender Bias

Similar to Feng et al. [9], in Figures 1 through 4 we found that across all age groups, male

speakers were misrecognized more often (43.54%) than female speakers (40.83%), resulting in

a bias against male speakers of 6.6%. However, a smaller bias of 0.7% was found in HMI, with

WERs of 48.02% and 47.69% for male and female speakers, resp. Additionally, non-native girls

were recognized approx. 75% better than non-native boys in read speech. Smaller differences

were found for non-native female and male speech, and for all non-native HMI speech.

3.4 Phoneme Error Analysis

Finally, the results in Table 3 demonstrate that there was no clear difference in the recognition

of certain phonemes across regions, genders, age groups, or native versus non-native speakers.

Across all regions, /e:/ has the most misrecognitions, followed by /e:/, /G/, /@/, /E/, and /h/.

Region Phonemes Age and Non-Nativeness Phonemes Gender Phonemes

West Flanders /e:/, /E/, /@/, /t/, /A/ Native Children /e:/, /G/, /h/, /E/, /@/ Female /e:/, /E/, /G/, /@/, /t/
East Flanders /e:/, /@/, /E/, /h/, /G/ Native Youngsters /@/, /e:/, /E/, /t/, /n/ Male /e:/, /G/, /@/, /E/, /h/
Brabant /e:/, /@/, /E/, /t/, /n/ Native Older Adults /e:/, /t/, /E/, /@/, /A/
Limburg /e:/, /G/, /@/, /t/, /E/ Non-native Children /e:/, /h/, /G/, /@/, /E/

Non-native Adults /e:/, /G/, /@/, /E/, /n/

Table 3 – Misrecognized phonemes across speaker groups

4 Discussion and Conclusion

This paper presented an experiment on bias due to regional language varieties, age, non-nativeness,

and gender in Flemish automatic speech recognition using a Dutch-trained DNN-HMM model.

By investigating WERs across different groups, we showed that a state-of-the-art Dutch ASR

system has biases against West Flemish, Limburgish, young, male, and non-native speakers.

The results from Figures 1 and 2 are in line with studies into human intelligibility that

demonstrated that West Flemish and Limburgish speech were perceived as less intelligible than

other Flemish and NL Dutch varieties [12, 24, 25]. Both low-performance regions are consid-

ered peripheral regions, whereas the high-performing Brabant is considered a central region.

The results are in accordance with Impe et al.’s statement that “dialectal language use seems to

have preserved quite a strong position” in the peripheral regions [26, p. 104].

While we expected that native youngsters would have the lowest WERs as was found in

the NL Dutch data [9], our results showed that seniors were recognized better. The obtained

WERs for Flemish older adults were relatively similar to those found by Feng et al. [9], but the

error rates for youngsters and children were considerably higher. This might be explained by

the increasing linguistic distance between Belgian and NL Dutch [27], meaning that speech by

Flemish seniors is closer to speech by Dutch seniors than Flemish minors to Dutch minors.

Perhaps somewhat surprisingly, recognition results were higher for non-native speakers

with level A2 than speakers with level B1. One possible explanation may be that the proficiency

is typically measured across several factors: speaking, writing, listening, and reading. It is

possible that the higher proficiency level of the B1 speakers is not (that much) reflected in their

speech production, but rather in their writing, listening, and reading skills. However, the small

sample size for each group may impact the generalizability of these results. Additionally, these

findings differ from those found by Feng et al. [9] for NL Dutch so more research is warranted.
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Gender bias seems to be highly susceptible to the training data, as previous studies have

found varying results. For instance Garnerin et al. [28] found that an imbalanced corpus per-

formed better for male speakers, whereas Adda-Decker and Lamel [29] obtained better recog-

nition for female speakers in a balanced corpus. Our findings are thus surprising as the CGN

contains more male than female speakers.

Our analysis of the misrecognized phonemes gave different results from the misrecogni-

tions for Flanders found in Feng et al. [9]. They found a high rate of misrecognitions for /y/,
/œy/, and /Au/, whereas our most misrecognized phonemes were /e:/, /G/, /@/, /E/, and /h/,

which we found in almost all groups. This might be due to the use of another automatic pho-

netic transcription and phoneme error calculation. However, like Feng et al. [9], we found that

/@/, /h/, and /E/ were misrecognized in many groups. This suggests that these phonemes are

difficult for the model to recognize regardless of speaker group or country.

All in all, it is clear that significant steps are needed to reduce the WERs across all ‘non-

norm speaker groups’, as they are considerably higher than those found by Van Dyck et al. [10]

in a Flemish-trained model tested on ‘norm speech’.

Further research could thus include a larger dataset or more recent architectures as well as

bias mitigation techniques. Furthermore, this study could be expanded on by researching biases

in a DNN-HMM model trained on Flemish speech or a combination of NL Dutch and Flemish.
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