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Abstract: In today’s Voice-over-IP (VoIP) telephony, packet loss is one of the most
prominent degradations. Severely bursty packet loss can lead to multiple consec-
utive packets and thus important parts of the transmitted speech to be lost. In
listening-only tests, the understandability of packet loss-affected speech can be
modeled based on the available audio cues in the signal. However, in real con-
versation scenarios, not every unintelligible word is important for the continuation
of the conversation. Thus, even utterances that are largely affected by packet loss
might not lead to a request of retransmission of the information (e.g., “Could you
please repeat that?”) and thus disruption of the conversation flow. lexical frequency
can be used as a tool to measure the importance of the information transmitted. In
this paper, we analyzed a set of 84 packet loss degraded telephone conversations
and investigated the ability of listeners to recover from missing words resulting
from the packet loss as a function of their frequency. We found that the request
for information retransmission appears more often for messages with less frequent
words.

1 Introduction

Since the introduction of Voice-over-IP telephony (VoIP), packet loss has become one of the
main degradation experienced by the users of these services. While the audible effects of packet
loss have been studied and modeled in detail, the intelligibility of packet loss-affected speech
has been studied mostly in listening-only scenarios, where only the amount of perceivable con-
tent is considered. However, in interactive conversational scenarios, the audible effects are only
part of the quality judgment. Utterances that have been rendered unintelligible by packet loss
may lead to requests for retransmission (e.g., “Could you please repeat that”), which alter the
flow of the conversation. However, not every lost part of an utterance leads to a disruption of the
conversational flow. For example, users may not notice a packet loss if it occurs during silence.
Also, a word that has been rendered unintelligible by packet loss might not be strictly necessary
for the continuation of the conversation. In this case, the continuation of the dialogue may be
prioritized over the intelligibility of every word.

Recent research has shown that given the same severeness of packet loss, the amount of
these conversation disruptions vary between different conversational scenarios [1]. While the
frequency of these disruptions doesn’t directly correlate with the overall quality judgment on the
conversation, the increase in conversation disruption introduces more speaker turns and longer
utterances into the conversation, which can lead to interactivity effects with other degradations.

While the decision to disrupt the conversation and ask for the retransmission of the lost
information is based on whether the unintelligible part of the speech is important for the goal of
the conversation, it is not trivial to predict whether a conversation disruption occurs based on the
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missing parts of the utterance. One way to measure the importance of the information transmit-
ted is the lexical unigram surprisal or word frequency [2]. Surprisal captures the intuition that
highly predictable expressions carry less information than predictable ones. It is defined as the
probability of a linguistic unit (e.g., phoneme, syllable, word, etc.) to occur in specific context
and expresses the amount of information that is conveyed in terms of bits [3]. Equation 1 shows
the formula for calculating surprisal S of a linguistic unit based on the probability P of the unit
given its context.

S(uniti) =−log2P(uniti|Context) (1)

In this paper, we investigate the connection between conversation disruptions (e.g., “I did

not understand.” or “Could you please repeat that?”) and the lexical unigram surprisal (i.e.,
based on the probability of the unit without context) of the packet loss-affected words in the
preceding turn in a corpus of 84 telephone conversations with varying degrees of zero-insertion
packet loss. Unigram surprisal is measured as the negative log probability of the missing word
occurrence. We transcribed the conversations and added markers in the position of the ut-
terances where packet loss occurs and also which turns resulted in a conversation disruption.
Based on a German-language model, we calculated the word probability and the resulting un-
igram surprisal of missing words that resulted in a conversation disruption and missing words
that did not.

2 Related Work

The subjective evaluation of conversation quality is standardized by the International Telecom-
munication Union (ITU-T) in the ITU-T Recommendation P.805 [4]. In this recommendation,
the assessment of the conversational quality via conversation tests is standardized, in which two
participants converse with each other over a simulated telephone line and talk about topics given
by a conversation scenario. For example, the Short Conversation Test (SCT) defines multiple
everyday telephone tasks (e.g., ordering a pizza or booking a hotel room), and the Random
Number Verification test consists of blocks of numbers that have to be matched with the num-
bers given to the respective interlocutor. Recent work showed that different conversational sce-
narios (SCT and RNV conversations) have a different amount of conversation disruptions [1].
While packet loss may disrupt the course of the conversation, the main research on the effects
of packet loss on perceived quality has mostly been performed in listening-only tests [5, 6, 7].
Models that predict the listening quality of packet loss-affected speech include ITU-T Rec-
ommendation P.862 (PESQ) [8], ITU-T Recommendation P.863 [9] and the multidimensional
prediction model NISQA [10]. The only parametric model to predict conversational quality
standardized by the ITU-T is the E-model [11]. The most recent version for super-wideband
and fullband communication scenarios, the fullband E-model [12], calculates the codec-related
degradation based on the packet loss probability Ppl of the connection and the packet loss ro-
bustness factor Bpl of the codec used. However, the model does not include parameters for the
information density of the conversation and thus does not take into account how likely conver-
sation disruptions are to affect the flow of the conversation.

The Speech Intelligibility Index (SII), a model of the intelligibility of speech, is standard-
ized by the American National Standards Institute (ANSI) in [13]. The SII itself is not a measure
of how likely an utterance is understood by the listener, but it rather measures how many audio
cures are usable in a given setting [14]. However, with a transfer function, the SII can be trans-
formed into a speech understanding score. The transfer functions are specific to the material
that is listened to. For example, unknown random syllables and previously known full sentences
have a different chance of being understood and thus need different transfer functions [14].
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Figure 1 – Exemplary overview of an annotated conversation. The speech is recorded in separate chan-
nels, the packet loss pattern is shown in red, the conversation is transcribed1 and force aligned. Conver-
sation Disruptions are marked in blue and words where more than 50 % of phonemes were affected by
packet loss are annotated in red.

Lexical surprisal is a measure to quantify the amount of information conveyed in a mes-
sage [15]. It has been previously used to predict reading time [16] or as an indicator for sentence
comprehension [17]. Recent work investigated the difference of syllable duration and intensity
range of speech affected background noise [18].

3 Data Processing and Analysis

The conversational data used for the surprisal analysis in this paper is based on an experi-
ment [19] following the ITU-T Recommendation P.805 for the subjective evaluation of conver-
sational quality [4]. The participants of the conversation test were located in separate sound-
proofed rooms, and they communicated through diotic headsets to simulate a telephone conver-
sation. The mono speech signal was encoded with 16-bit PCM at 44.1 kHz, and the experiment
was conducted in German. During the conversations, we used the telephone simulation to intro-
duce three different zero-insertion packet loss levels of 0, 15, and 30%, each with a burst-ratio
of 4. We selected this high burst ratio to incite conversation disruptions. The participants carried
out SCT as well as RNV conversation scenarios for each of the three packet loss levels. The
speech of the two participants in each experiment was recorded on different audio channels, and
the degraded, as well as the clean speech, were stored for later analysis. For the analysis, we
used 84 of these conversations.

Figure 1 shows an exemplary overview of an annotated conversation1. We manually tran-
scribed the conversations and force-aligned the transcription using the webMAUS force-alignment
service [20]. Based on the transcriptions, we located conversation disruptions (i.e., turns where
the participants indicated that they did not understand something in the previous turn) and an-
notated both the disrupting turn and the turn that caused the disruption.

The packet loss patterns (red lines in Figure 1), that were introduced during the conversa-
tion experiment were generated with a two-state Markov model [6]. From there, we calculated
the exact speech frames that were removed from the transmission and used this information to
annotate for each phoneme if it was lost or not. Here, we only marked a phoneme as lost if all

1All transcriptions are translated into English for this paper and are originally in German.
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Figure 3 – Listeners’ response as a function of word frequency (left) and unigram surprisal (right)

While for utterances that did not cause a misunderstanding, the word frequencies of conver-
sations with 15 and 30% packet loss are very similar, the word frequency for conversations
with 15% is lower than with 30% for misunderstood turns. This might indicate that for the
high level of 30% packet loss, the information content of the missing words is less relevant for
the decision on whether to disrupt the conversation because so little of the original speech is
transmitted. Statistically, we found a significant effect of both surprisal and packet loss type on
the listener’s response but without interaction (Table 1). Missing words with higher unigram
surprisal elicit conversation disruptions. This indicates that the listeners were able to recover
from the packet loss when the missing words are highly frequent in the language.

Table 1 – Glmer model for unigram surprisal: glmer(misunderstood ~ surprisal+ packetloss + (1 |
Speaker)+ (1 | convID), family = binomial). Number of observations =1918. The reference level for
packet loss is 15 %.

Estimate Std. error t Pr (>|t|)

Intercept -3.517 0.00104 -3369.35 <0.0001 ***
surprisal 0.032 0.00104 31.31 <0.0001***

packetloss 30% 1.437 0.00104 1377.25 <0.0001***

5 Conclusion

In this paper, we presented the first analysis on the lexical frequency and unigram surprisal of
words affected by packet loss. We showed that missing words in utterances that produced a
conversation disruption (i.e., have been misunderstood by the listener) have a lower frequency
and higher surprisal than missing words in utterances that did not produce a disruption. These
results show that the understandability of packet loss-affected speech depends not only on the
amount of speech signal that is lost but also on the amount of information contained in the
missing speech.

In future work we plan on investigating whether lexical surprisal with more linguistic con-
text (n-gram surprisal) can be a better predictor for conversation disruptions. We also plan
to model understandability and conversation disruption based on the n-gram surprisal of the
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