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Abstract: This paper presents a concept and a demonstrator for rapid design and de-
ployment of multilingual industrial voice control speech applications. The dialogues 
are modelled in a designer toolkit and the resources are deployed on a target embed-
ded system. The workflow consists of distinctive design and deployment phases: def-
inition of speech interaction by giving representative utterance examples (language 
modelling); assignment of the control functions (intents or tasks); incorporating do-
main knowledge (entity definition and interfaces), definition and assignment of the 
acoustic feedback (text-to-speech); validation, optimization of the speech dialogue; 
generation of language specific resources; deployment to the target platform; itera-
tive testing and optimizations. The demonstrator presents hands-free and natural lan-
guage interactions with arbitrary external systems via the standard Internet of Things 
protocols. It does not require internet access, the speech and audio feedback pro-
cessing is performed offline, ensuring privacy by design. The presented approach al-
lows rapid prototyping of multilingual dialogues, as a part of an iterative process of 
assessing and improving the quality of interaction and the user experience. 

1 Introduction 

Recent advances in speech technology have enabled human-machine interfaces to provide 
reasonably good spontaneous and unrestricted interactions over a range of devices. Commer-
cial products like digital personal assistants (DPA) and special home devices with a DPA 
function (smart speakers) are more and more present in the consumers’ households and in 
everyday life [1-2]. 

 In the light of the ongoing revolution of industrial production, worldwide initiatives  
(“Industry 4.0” in Germany, “Made-in-China 2025”, “New Robot Strategy” in Japan, “New 
Industrial France”, “Re-Industrialization” in the USA), took the advantage over continuous 
innovations where Cyber-Physical Systems (CPS), the Internet of Things (IoT), the Internet of 
Services (IoS), robotics, big data, cloud and cognitive computing and augmented reality (AR) 
result in a significant change in production systems [3]. 

 Nevertheless to say, there is a growing trend of deploying industrial voice applications 
that has been developed to help the operators in a human-like interaction by addressing a vari-
ety of tasks: extension of existing graphical user interfaces (GUI) with voice control, control 
of machines and appliances, operation and monitoring of medical systems, intuitive input in 
rehabilitation technology, natural collaboration with robots and in augmented reality (AR) 
applications, self-explanatory user interfaces [4]. 

 There is an increasing importance of global presence which introduces also an increasing 
number of skilled non-native employees in multinational corporations. Therefore, deploying 
multilingual industrial voice applications allows those operators actively and equally to con-
tribute to the production process. 

 Since the voice data is unique in its historical protection, communicative content, and 
bio-metric features, it raises privacy implication concerns about microphone-enabled devices 
[5]. In order to achieve the best possible performance of the speech services, sensitive user 
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information (voice, personal preferences) is transmitted to the cloud. However, in many appli-
cation areas using the cloud for speech services is not possible due to technical limitations or 
undesirable due to privacy issues. Therefore, implementing high quality human-machine 
speech interaction on embedded devices is still a challenging task. To provide an acceptable 
user experience, such multilingual speech interface has to employ robust speech recognition 
with low computational and memory footprint and it would be used in outdoor and indoor 
spaces with a significant presence of background noise. The speakers are interacting mostly 
using spontaneous speech, so the system has to be able to identify complex surface expres-
sions and map them with a particular meaning while handling miscommunication by adaptive 
dialogue management, using confirmations and recovery strategies. 

 This paper presents a concept and a demonstrator for rapid design and deployment of 
multilingual industrial voice control speech applications. In section 2 the challenges of using 
embedded speech applications are discussed. Section 3 gives an overview of the phases of the 
speech application design and section 4 presents the use case of an industrial voice control 
application. The conclusions are given in section 5. 

2 Embedded Speech Applications 

Implementing Natural Language Understanding (NLU) functionality and quality of interac-
tion on an embedded device is a challenging task due to limited computational resources. To 
provide an acceptable user experience, the speech interface has to employ robust speech 
recognition with low computational and memory footprint. 

 Not long ago, in order to deploy speech recognition on an embedded system the main 
challenge was not the recognizer itself but the available hardware where it should run. Cur-
rently, mobile devices and mini PCs are powerful enough to run automatic speech recogni-
tion. But, the variety of such devices prevent to design low cost speech recognition software 
running on all of them with the same performance level. It is much easier to design and im-
plement simple speech interface which will record and transmit the speech signal to remote 
speech recognition service for processing and providing back the recognition results. 

 However, such service is not suitable for many industrial speech applications. Freely 
available remote speech services are not tailored to a specific application domain. The 
backend of such remote service is often a general purpose Large Vocabulary Continuous 
Speech Recognition (LVCSR) system, and because of its size, the recognition accuracy is 
usually lower than as used with limited domain vocabulary. If used on a limited domain (e.g. 
100 words), it will provide worse performance than a system built around limited vocabulary. 
In this case, it is better to use Context-Free-Grammars (CFG) instead and the accuracy will be 
higher. Another disadvantage of LVCSR against CFG grammars is that they need a semantic 
parser and interpreter. Grammars with semantic tags in the same domain will outperform 
comparable LVCSR systems in terms of accuracy, latency, and required resources. 

 On the other hand, writing a complex and robust grammar capable to cover spontaneous 
and naturally formulated speech, even on a limited domain, is very difficult and it restricts the 
application design to trained and skilled persons. One solution, employed in the presented 
concept is to model the target domain by word-class Statistical Language Models (SLM). The 
word classes contain either list of domain specific words or they can be modelled by CFG 
grammars to handle specific entities. 

 Latency is another issue, for many systems real-time processing is of the highest im-
portance. The latency depends on the language models size, the used recognition technology, 
and its configuration. Also transmission between the system and the remote service contrib-
utes to the latency, where it could vary between 100 milliseconds and several seconds, and in 
many cases, the availability of the remote service is not guaranteed. 

206



 In different scenarios, the speech applications could be used in outdoor and indoor spaces 
with a significant presence of background noise, where the users are interacting using sponta-
neous speech (Lombard effect, hyper-articulation, hesitations, breathing, etc.). Therefore, the 
system has to be able to handle possible miscommunication by employing adaptive manage-
ment, using confirmations and recovery strategies. Moreover, the development of multilingual 
speech applications requires effort, resources, time and expertise [6]. In order to ensure equal 
usability of the speech interface across languages, the dialogue design process can be per-
formed in parallel for more than one language, considering the basic interaction as language 
independent. 

3 Speech Application Design 

As seen in many studies, as well as in our own staged WOz experiments [7], speakers prefer 
to interact with devices using unrestricted spontaneous speech. To provide a high level of 
NLU interaction, the embedded speech application has to be able to identify complex surface 
expressions and map them to a particular meaning. Such functionality is not possible to 
achieve only by employing handcrafted context-free grammars. 

 However, a statistical language model of an in-domain text corpus cannot cover all the 
possible utterance variations (flowery phrases, slot synonyms, etc.) without substantial effort 
for adaptation. An additional problem is the creation of syntax parser and interpreter to pro-
vide a recognition result containing the user intention and its corresponding functional entities 
(slots). The common approach is to use the aforementioned word-class language modelling 
where the classes correspond to slots as defined in the dialogue specification. A word class 
could be described not only by a list of elements but also by a more complex definition, like 
CFGs or large lists of hierarchically dependent fields [8]. A general overview of the steps to 
create NLU enabled embedded voice control: 

1. Assignment to control functions (semantics); 

2. Definition of voice commands (words and phrases); 

3. Specification of device information and system feedback; 

4. Definition and assignment of the acoustic feedback; 

5. Validation, optimization of the speech dialogue; 

6. Generation of language resources; 

7. Deployment of resources to the target platform; 

8. Iterative testing and optimizations; 

3.1 Design, deployment, and execution 

Figure 1 depicts the complete workflow starting from the initial dialogue design and ending 
with the deployment of the compiled speech application on the target embedded platform. It 
consists of a web technology based development environment (frontend), a cloud application 
(backend) and the embedded system. 

 The target system architecture is composed of several components. The audio in-
put/output system, the dialogue manager, the NLU module and the control application, all of 
them interfacing using the MQTT protocol. The component sends data with a predefined topic 
to the MQTT broker which broadcasts it further to other subscribed components. The dia-
logue manager is also handling the incoming messages for the subscribed events. In the case 
of speech interaction, it will start the dialogue to collect information and broadcast back a 
message with the speaker’s intention and corresponding slot values. 

207



Control
Application(s)

Dialogue
Model

upload

download

upload

vicSDC Frontend

upload

Audio 
Interface
(ALSA)

MQTT-Broker

NLU
Module

Audio 
prompt 
files

Embedded target platform, ARM v7 with 
NEON extension, Linux

Speech 
App

MQTT client

External
Device(s)

Compile

VicSDC Backend

Speech 
Application

Dialogue 
Manager

MQTT client MQTT client

MQTT client

 
Figure 1 - Design and deployment of industrial voice control applications 

3.1.1 Design phase 

The dialogue is designed using the web-based tool for speech dialog creation (vicSDC). The 
designer describes application functionality by defining intents, representing the tasks to be 
fulfilled, and providing speech interaction examples. Each functionality could have additional 
arguments that have to be considered in order to complete the task. Therefore, intents could 
have none or several slots, corresponding to the functional arguments or parameters. The slots 
are defined as a list of elements where each has a language specific canonical form and op-
tionally a list of synonyms. Alternatively, a slot could be defined by external pre-built gram-
mars with more complex structure, e.g. handling numbers, time and date, etc. 

 The designer enters representative utterance examples reflecting the way how particular 
functionality will be used in the speech interaction. The words which are representing the ar-
guments are marked with the corresponding slots (Figure 2). The training sentences along 
with the slot definitions serve as input for automatic compilation of the language resources: 
in-domain textual corpus, word class lists, generated and prebuilt external grammars which 
are the basis for the building of the SLM and the NLU models. 

 

 

 

Figure 2 – Examples of marked examples sentences (left) and slot values with synonyms (right)  

208



 Additionally, specific audio feedback can be assigned to an intent, which would be auto-
matically presented to the speaker as a confirmation after successful recognition and execu-
tion. Additional audio samples could be included within the speech application where they 
can be triggered outside by sending custom formatted MQTT message to the dialogue  
manager. 

3.1.2 Deployment phase 

At this stage, the dialogue designer can check the correctness of the model by validating it in 
the web-tool, in terms of requirements that should be fulfilled as, e.g.: the minimum number 
of utterances per intent to ensure necessary amount of training data for the machine learning 
algorithms, missing wake-up-phrase etc. 

 By starting the compilation phase, the dialogue model specification along with the audio 
prompts are sent to the backend where all the necessary language and configuration resources 
are automatically generated and provided for download in a form of a compressed file. The 
file is transferred to the target platform and placed on the file system where the dialog manag-
er could access it at run-time. 

3.1.3 Run-time phase 

At run-time, the dialogue manager loads the configuration and language resources of the 
speech application. This approach has more advantages than compiling monolith applications 
since it allows shorter interactive design-deploy cycles, faster tests, and optimization. A wake-
up-phrase is used to activate the dialogue and start the recognition. After successful recogni-
tion, the result is sent over the MQTT interface to the NLU module which classifies the or-
thography into one of the intents and extracts the slot values if any are present. 

 To implement the natural language understanding the open source solution Rasa NLU 
was used [9]. The intent classification is language independent and the slot value resolution 
was done automatically. Since the slot values were defined and included as word class tags 
during the statistical language model training, they were resolved by the SLM model itself.  

 The role of the dialogue manager is to verify the recognized intent – slot combinations, 
and depending on the configuration if a required slot is missing or the value cannot be veri-
fied, it will either eliciting a response from the speaker or end the dialogue while re-activating 
the wake-up-phrase recognizer. After classifying the intent and its slots, the semantic repre-
sentation of the uttered and recognized command is sent over the MQTT broker to the control 
application. The control application implements the business logic, domain knowledge and 
the interface to external devices. 

4 Industrial Voice Control Demonstrator 

The industrial voice control demonstrator is built upon vicCONTROL industrial - embedded 
Voice Control for ARM Platforms [10]. The device provides hands-free and natural language 
interaction with arbitrary external systems via standard IoT or proprietary protocols. It does 
not require internet access nor remote speech services, the speech and audio feedback pro-
cessing is performed on the embedded system, ensuring good accuracy, low latency and pri-
vacy by design. The following features are demonstrated: an SDK for embedded platforms, 
convenient API for using voice input and output functions via MQTT protocol, web-based 
designer toolkit vicSDC with application examples for the development of a customer-
specific voice control system, industry-proven quality in 30 languages and dialects, wake-up 
word function and semantic evaluation for the recognized speech utterances by machine 
learning created NLU component.  

209



 The hardware of the demonstrator is based on the “phyBOARD-Mira” [11] and the NXP 
ARM Cortex-A9 i.MX6 series application processors. The board offers standard interfaces 
that include Ethernet, USB, RS-232/RS-485, CAN, a MicroSD card slot, and miniPCIe.  
It supports also HDMI, LVDS, parallel, resistive and capacitive touch, as well as other hu-
man-machine interaction options. 

 
Figure 3 – Screenshot of the Industrial Paper Cutting Machine example application 

  Figure 3 presents the user interface (GUI) of one of the sample speech applications 
which is provided along with the target platform to demonstrate the simplicity of designing 
and expanding NLU speech interfaces for embedded applications. It simulates setting up the 
program of a paper cutting machine along with several input parameters in US English.  

 The speaker could switch on or off the machine and set the cutting parameters in a freely 
formulated manner with arbitrary slots in arbitrary order. The following intents with corre-
sponding slots are defined: “set state” with slot “power” and “set-cutting-parameters” with 
slots: format (A3-A8), format (pin-less perforated, pin-less non-perforated, pin-feed perforat-
ed and pin-feed non-perforated) and quantity (100-1000 pieces).  

 The application can be easily expanded to other languages while preserving the same 
functionality and performance. The GUI is developed using the QT Framework and its behav-
iour is synchronized with the speech user interface.  

5 Conclusions 

This paper presents a workflow and a demonstrator for rapid design and deployment of multi-
lingual embedded speech applications. The dialogues are modelled in a designer toolkit and 
the resources are deployed on a target embedded system.  

 The demonstrator presents hands-free and natural language interactions with arbitrary 
external systems via the standard Internet of Things protocols. It does not require internet ac-
cess, the speech and audio feedback processing is performed offline, ensuring privacy by de-
sign. The presented approach allows rapid prototyping of multilingual dialogues, as a part of 
an iterative process of assessing and improving the quality of interaction and the user experi-
ence. 
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