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Abstract: The skill of natural spoken interaction is crucial for artificial intelligent
systems. To equip these systems with this skill, model-based statistical dialogue
systems are essential. However, this goal is still far from reach. In this paper,
the basics of statistical spoken dialogue systems, which play a key role in natural
interaction, are presented. Furthermore, I will outline two principal aspects and
argue why those are important to achieve natural interactions.

1 Introduction

Artificial intelligent systems are becoming prevalent in our everyday lives. Equipping such
system with the ability to have a natural spoken interaction with humans is very important as
machines and humans will soon closely collaborate in many tasks where efficient communica-
tion is essential. Natural spoken language is one of the most efficient means of communication
and will play a key role.

To realise this, state-of-the-art research focusses on statistical spoken dialogue systems
(SDS) which utilize machine learning algorithms thus disconnecting the system from the abil-
ities of a human designer. Especially reinforcement learning (RL), where the system learns to
behave to optimise a given objective, allows the system to learn behaviour which is specific to
human-machine interaction instead of imitating human-human behaviour!. This is relevant as
the expected behaviour of an artificial system might be different from human behaviour.

2 Statistical Spoken Dialogue Systems

Statistical spoken dialogue systems [2, 3] are based on partially observable Markov decision
processes (POMDP) [4]. The key idea is to learn the optimal behaviour represented by the
policy 7 and a delayed reward r in an environment where the current state cannot be determined
exactly. Instead, a probability distribution over all possible states s is maintained called the
belief b which is used as the input to the policy. To update the belief in a statistical SDS, the
uncertainty of the user input is modelled on all input levels having n-best hypotheses for the
ASR result and their semantic interpretations as shown in Figure 1. This observation o is then
used to update the belief state. Hence, the new belief b’ for state s’ is defined as

b'(s)=P(o'|s',a)- Y P(s'|s,a)-b(s) (1)

where a is the last system action. This general belief update is already intractable to maintain
for small problems. Hence, in practice, approximative approaches have been proposed like

Conventional approaches that analyse the behaviour of the system and whether it is aligned with human ex-
pectation rely on user studies and data that are biased by human designers. Reinforcement Learning (RL), though,
allows to directly learn adequate system behaviour which is aligned with human expectations by definition. This
has already shown to produce new and unexpected behaviour [1].
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Figure 1 — Architecture of a statistical spoken dialogue system where probability distributions of word
hypotheses or dialogue acts, respectively, are used to carry over the uncertainty of the user input.
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the hidden information state approach [5] or Bayes nets [6]. More recently, discriminative
approaches have been applied to track the belief state [7, 8, 9].

The system behaviour is then defined by the policy & which takes the current belief state as
input to select the next system action a:

n(b)=a. 2)

In order to find the optimal policy ¥, reinforcement learning is used. Unfortunately, the
native RL approach within the POMDP formalism is intractable in practice. However, discrete-
space POMDPs may be viewed as continuous Markov decision processes. By that, a variety of
algorithms may be to applied to this simpler problem.

In general, reinforcement learning is used in a sequential decision-making process where
a decision-model (the policy 7) is trained based on sample data and a potentially delayed ob-
jective signal (the reward r) [10]. Implementing the Markov assumption, the policy selects the
next action a € A based on the current system belief state b to optimise the accumulated future
reward R, at time ¢:

Ro=Y Yriu. 3)
k=0

Here, k denotes the number of future steps, ¥ a discount factor and r; the reward at time 7.
The Q-function models the expected accumulated future reward R, when taking action a in
belief state b and then following policy 7:

Qﬂ:(b,a) = En-[Rl|b[ = b,at = a] . (4)

One way of defining a policy is by utilizing the Q-function and select the action a as next system
action with the maximum Q value:

n(b) = argmax Q" (b,a) . 3)

For most real-world problems, finding the exact optimal Q-values is not feasible. In-
stead, the Q-function is usually approximated. Within statistical SDS, various methods have
been successfully applied for this [11, 12] including Gaussian processes [13] and Deep Q-
Networks [14, 15].

More recently, policy-based methods have also been successfully applied to spoken dia-
logue systems where the parameters of a policy are directly learned [16, 17].

In order to train any of the above models, two key issues have to be resolved: the algo-
rithm must learn to act in a large belief state and action space and training data is needed. To
alleviate the large space problem, the optimisation in performed in a reduced space—the sum-
mary space—which is built according to heuristics. In this summary space, a summary action
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Figure 2 — Master and summary space used for learning dialogue behaviour in statistical spoken dia-
logue systems.

is selected which is then mapped back to an actual master action in master space as shown in
Figure 2.

To get training dialogues, two methods have been proven to be useful. For development
and bootstrapping, a user simulator may be used [18]. It is modelled to act as a user would do
to create reasonable dialogues. The other option is to train with real people [19]. This is only
possible, though, if the number of training dialogues needed is relatively small and intelligent
means for collecting the reward are applied [20, 21].

3 Natural Interaction

To to equip an artificial system with the skill of natural spoken communication, the correspond-
ing SDS must be able to understand the user input by putting it into the context of the whole
interaction as well as to produce adequate responses. Hence, a system must be able to process
complex dialogue structures and behave in a way which is perceived as natural by the user.

Even though there have been many contributions to the state-of-the-art in goal-oriented
statistical spoken dialogue systems recently, the complexity of possible dialogue structures has
remained rather limited. Instead, recent work proposed new RL algorithms [17, 15], new state
models [22, 23], or new system models [24, 25, 26].

Recent statistical SDSs that use RL [2, 27] are model-based where the dialogue model
controls the complexity of dialogue structures that can be processed by the system?. As it is
common for RL-base systems, the system behaviour is defined by the objective function. Thus,
to increase the naturalness of the dialogues, new dialogue models are needed allowing for more
complex dialogue structures and dialogue objectives need to be investigated which allow for
learning more natural system behaviour beyond task success.

The Dialogue Model The role of the dialogue model is to define the structure and the internal
links of the dialogue state as well as the set of available system and user acts (i.e., the semantic
representation of the user input utterance). It further defines the abstraction layer interfacing the
background knowledge base. Most current models are build around domains which encapsulate
all relevant information as a section of the dialogue state that belongs to a given topic, e.g.,
finding a restaurant or hotel. However, the resulting flat domain-centred state that is widely
used is not intuitive to model more complex dialogue structures like relations (e.g. ' am looking
for a hotel and a restaurant in the same area’, ’I need a taxi to the station in time to catch

2Model-free approaches like end-to-end generative networks [26, 28] have interesting properties (e.g., they
only need text data for training) but they still seem to be limited in terms of dialogue structure complexity (not lin-
guistic complexity) in cases where content from a structured knowledge base needs to be incorporated. Approaches
where incorporating this information is learned along with the system responses based on dialogue data [29] seem
hard to scale. Furthermore, it seems to be counter-intuitive to learn this solely from dialogue data.
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the train’), multiple entities (e.g., two restaurants) or connecting a set of objects (e.g., adding
several participants to a calendar entry). More realistic dialogue models are needed along with
RL algorithms that are able to deal with this added complexity.

The Dialogue Objective The dialogue objective is used in RL-based dialogue systems to
guide the learning process distinguishing good from bad system behaviour. The current stan-
dard objective for goal-oriented dialogue systems is task success. While it is undoubtedly most
important, is fails at capturing aspects of natural interaction: there are many policies that lead
to successful dialogues, but what is the subset of policies that lead to an interesting, satisfying,
funny, natural, polite, etc. interaction? And what implications can be drawn for the system re-
sponses in order to achieve this? Novel methods are needed both to incorporate these objectives
in a feasible way and to investigate the implications on the system response.

Even though the model and the objective are both important for natural interaction, the dia-
logue model plays a core role. It does not only define the possible dialogue structures but also
all possibilities how the system can express itself. And for finding feasible dialogue objectives
in the increased complexity induced by the dialogue model, a good starting point are methods
that build on active learning [21], automatic estimation of the objective [30] or reward balanc-
ing [31].

4 Conclusion

Statistical spoken dialogue systems are essential for achieving the goal of equipping an arti-
ficial intelligent agent with the skill of natural spoken interaction. While the complexity of
dialogue structures and the dialogue objective play key roles in natural interaction, there are
more aspects that are required to be realised like the linguistic variability of the system re-
sponse [32, 25], integrating complex knowledge bases [33], or adapting the system behaviour
to the user state [34, 35, 36].
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