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Abstract: Today, in technical dialog-systems diverse solutions are implemented to
detect if a system should react to an uttered speech command. Typically used so-
lutions are push-to-talk and keywords. Unfortunately, these solutions constitute an
unnatural interaction to overcome the problem that the system is not able to detect
when it is addressed. Moreover, the actual preferred keyword method can result
in confusions when the keyword has been said but no interaction with the system
was intended by the user. Therefore, technical systems should be able to perform
an addressee detection. Various aspects have already been investigated in this field
of research, however most of them pursue a multimodal approach including textual
and/or visual information achieving up to 93% unweighted average recall.
In our research, we limit ourselves to the pure acoustic information, as we assume
that humans are talking differently to technical systems than to humans. Consider-
ing speakers of different age-, sex- and technical background-groups, we analysed
how a technical system and another human being is being addressed on two sub-
sets. An addressee detection system based on acoustics-based was utilized and it
was investigated to which extent the different speaker groups influence the recogni-
tion rate in inter- and intra-group experiments. Our approach achieves competitive
results of 84.45% to 98.06% unweighted average recall and 88.35% to 95.63% F1

score.

1 Introduction

Human-computer interaction (HCI) receives continued attention, the market for commercial
voice assistants is rapidly growing. Besides making the operation of technical systems as simple
as possible, voice assistants should enable a natural interaction. Therefore, one aspect that still
needs improvement is to automatically recognise the addressee of a user’s utterance.

Diverse solutions are implemented to detect if a system should react to an uttered speech
command. A short literature research is given in Section 2. Typically used solutions are push-
to-talk and keywords. Unfortunately, these solutions constitute an unnatural interaction to over-
come the problem that the system is not able to detect when it is addressed. Especially, the
actual preferred keyword method can result in confusions when the keyword has been said but
no interaction with the system was intended by the user.

By way of contrast, we limit ourselves to the pure acoustic information, as actual com-
mercial voice assistant systems do not support video (gaze) analyses. We hereby assume that
the speaking style in addressing technical systems is a general pattern regardless of age, sex,
or technical affinity. To prove this assumption, we designed several inter- and intra-group ad-
dressee detection experiments.
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Due to the lack of proper databases providing, on the one hand, speech data of users talking
to both technical systems and other humans and, on the other hand, additional information about
these speaker’s age, sex and technical affinity, we made a compromise and used the LAST
MINUTE corpus. Details about this dataset are given in Section 3. The data preparation, to
reduce the effect of unwanted influences. is explained in Section 4.

For our experiments, we used state of the art classification methods and analysed both the
completeness of recognition results as well as the usefulness of the recognition results. The
experimental design is specified in Section 5. The results are given in Section 6. Finally,
Section 7 concludes the paper and provides an outlook an further research.

2 State of the Art

Most of the addressee detection studies for speech enabled systems utilize self-recorded databases
either with one human and a technical system or groups of humans (mostly two) interacting with
each other and a technical system [1, 2, 3, 4, 5] or teams of robots and teams of humans [6].
These studies are mostly done using one specific scenario, just a few researchers analyse how
people interact with technical systems in different scenarios [7, 8]. In these studies, the technical
system is either a robot [6, 9], a research system [1, 2], or a Wizard-of-Oz (WOZ)-experiment
[5].

Most authors use either eye-gaze, or language related features (utterance length, keyword,
trigram-model), or a combination of both [2, 6, 7, 9, 5]. Regarding the experimental results on
acoustic data, researchers report different measures. One common measure is the Equal Error
Rate (EER) in combination with the Detection Error Tradeoff (DET). In [3], 150 multiparty
interactions of 2 to 3 people playing a trivia question game with a computer are utilized. The
dataset comprises audio, video, beamforming, system state and ASR information. For acoustic
analyses, energy, energy change and temporal shape of speech contour features, in total 47, are
used to train an adaboost classifier. They achieved an EER of 13.88%.

In [1], data of 38 sessions of two people interaction with a “Conversational Browser” is
used. Using energy and speaking rate features as well as energy contour features to train a
Gaussian Mixture Model (GMM) together with linear logistic regression and boosting, the au-
thors achieved an EER of 12.63%. The same data is used in [4]. Their best acoustic EER of
12.5% is achieved using a GMM with adaptive boosting of energy contour features, voice qual-
ity features, tilt features, and voicing onset/offset delta features. The authors of [8] used two
different experimental settings (standing and sitting) of a WOZ data collection with 10 times
two speakers interacting with an animated character. They employed a Support Vector Machine
(SVM) and four supra-segmental speech features (F0, intensity, speech rate and duration) as
well as two speech features describing the difference from all speakers average for F0 and in-
tensity. The reported acoustic accuracy is 75.3% for the participants standing and 80.7% for the
participants sitting. A recent study utilizing a public available well-known corpus (Smart Web
SVC data) achieves up to 82.2% Unweighted Average Recall (UAR) using the IS13_ComParE
feature set (reduced to 1000 features using feature selection) with an SVM [10]. The drawback
of this corpus is, that it actually only provides offtalk data. Thus the experiments are analysing
offtalk vs. non-offtalk rather than an addressee detection problem.

3 Utilized Data

For our study we utilize the LAST MINUTE Corpus (LMC) [11]. It contains 130 high-quality
multi-modal recordings of German speaking subjects obtained from WOZ experiments col-
lected in 2010/2011. It is already the object of examination regarding affective state recognition
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Figure 1 – A sketch of the experimental procedure. The considered participants first conducted the
HCI-part consisting of three different modules. Afterwards they underwent an interview with a human
partner. Both parts have a semi-structured section, denoted in italics.

[12, 13] and linguistic turns [14]. LMC is referred to as HCI-part in this paper. Additionally, 73
subjects underwent a semi-structured interview, subsequently to the interaction with the tech-
nical system. This interview is referred as human-human interaction (HHI)-part in this paper.
The course of the experiment is given in Figure 1.

Furthermore, the corpus was recorded with several opposing speaker groups, young vs.
elderly speakers and male vs. female speakers. The younger group was represented by subjects
being 18 to 28 years old. The elder group consists of subjects being older than 60 years. By
evaluating the TA-EG questionnaire [15], we could also identify two groups of technical affinity.
By using a median split we identified participants with low technical affinity and participants
with high technical affinity. We suppose that people of higher technical affinity are more used
to working with technical machines and thus have less reluctance in speaking to machines.
The distribution of speakers for each group (age, sex, technical affinity) is nearly balanced, see
Table 1a.

Although this dataset does not provide speech data of speakers talking concurrently with
technical systems and with human beings, it is an acceptable compromise. It provides an ade-
quate corpus size and additional user characteristics.

The HCI-part is distinguished into three modules, with two different dialog styles [16,
17]. The personalization module and the closure module, represent a semi-structured interview.
They have the purpose of making the subject familiar with the system and ensuring natural
behavior. The problem solving module revolves around an imaginary journey to the unknown
place Waiuku. The subjects have to prepare the journey, by packing the suitcase, and select
clothing and other equipment by using voice commands. This module has a command-like
regularized dialog style.

The HHI-part is conducted as an interview with a human being. The subjects were asked
to described their individual experience of the experimental interaction and the simulated sys-
tem [18]. The interview focused in particular on the subjects‘ emotions occurring during the
interaction, the subjects‘ subjective ascriptions to the system and the subjects’ overall evalua-
tion of the system. In the end of the interview, more structured questions were asked, so that
this part is comparable to the semi-structured interview modules (personalization and closure)
of the HCI-part.

4 Data Preparation

To reduce the effect of unwanted influences, we put a lot of effort in data-preparation. First of
all, we selected the interactions of 24 speakers providing high quality recordings under the same
acoustic conditions available for both the HCI and the HHI-part. Afterwards, a manual clean-
ing stage of these utterances was conducted to remove all samples having background noise,
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laughter, or overlaps with the system output/interviewer. This sub-set is denoted as “set24” in
the following. In this context, it was taken into account that the considered utterances for the
HCI and HHI part are about the same length. Especially longer speaking parts in the interview
were neglected.

To furthermore meet the criticism that the HCI and HHI part represent different domains or
tasks, we selected the semi-structured module of the HCI-part and the semi-structured question
session from the HHI-part to gain data from the same type of task. This sub-set is denoted as
“set24structured” in the following. The number of samples and duration for both classes (HCI and
HHI) and for both sub-sets are given in Table 1b.

Group Male Female Total

Young 4 (3/1) 9 (4/5) 13(7/6)

Elderly 7(4/3) 4(1/3) 11(5/6)

Total 11(7/4) 13(5/8) 11(12/12)

(a) Speaker groups in the considered sub-
set of the LAST MINUTE corpus. Dis-
tribution of technical affinity is given in
braces: (low technical affinity vs. high
technical affinity).

Set Samples Duration

HCI HHI HCI HHI

set24 1644 8774 62.9 min 188,8 min

set24structured 418 6112 32.6 min 132.1 min

(b) Number of samples and duration in
minutes for the considered sub-sets of the
LAST MINUTE corpus.

Table 1 – Overview of speaker groupings and dataset characteristics for the considered sub-sets of the
LAST MINUTE corpus.

5 Experimental Setup

The addressee detection problem conducted in this setup is to detect whether an utterance orig-
inates from the HCI- or the HHI-part. For this, we conducted state-of-the-art recognition exper-
iments comparable to [19] for our addressee detection problem.

For feature extraction, we used the “emobase” feature set provided by openSMILE [20] as a
good compromise between feature size and feature accuracy. It comprises 988 features derived
from 19 functionals calculated for 52 Low-Level-Descriptors (LLDs) and has been successfully
used for various classification experiments [21, 22]. Differences between the data samples of
different speakers were then eliminated using standardization [23].

As recognition system, a SVM with linear kernel and a cost factor of 1 was utilized with
WEKA [24]. We applied a Leave-One-Speaker-Out (LOSO) validation and calculated the
Unweighted Average Recall (UAR), Unweighted Average Precision (UAP) and F1-score (F-
measure) for each validation step. This strategy allows us to revise the generalisation ability of
the actual experiment. Finally, the UAR, UAP and F-measure were calculated as the average
over all speakers.

6 Recognition Results

To test our assumption that the speaking style in addressing technical systems is a general
pattern regardless of age, sex, or technical affinity, we conducted several inter- and intra-group
experiments. For both experiments we used a LOSO verification strategy. Thereby, it is secured
that test speaker samples are not used for the classifier training. For inter-group experiments,
the classifier is trained with speakers of the same group, e.g. other male speakers for male

116



speaker testing. For intra-group experiments, the test speaker is from another group than the
train speakers, e.g. a female test speaker while training with male speakers. For both types of
experiments the experiment runs are repeated for all speakers of the test group. Furthermore,
these experiments are conducted for both sub-sets set24 and set24structured . The results are given in
Table 2a and Table 2b, respectively.

Train set Test set UAR UAP F-measure

All

All All 93.67 93.98 92.18

Sex

Male Male 94.95 90.39 92.61

Female Male 94.90 93.65 92.90

Male Female 89.87 92.16 91.00

Female Male 94.97 93.35 93.07

Age

Young Young 96.48 96.12 95.63

Elderly Elderly 93.08 94.90 93.98

Young Elderly 98.06 88.92 93.27

Elderly Young 96.13 89.31 92.59

Technical Affinity

Low Low 89.27 93.11 91.15

High High 90.93 91.55 91.24

Low High 91.39 93.82 92.59

High Low 92.96 94.53 93.71

(a) Sub-set: set24

Train set Test set UAR UAP F-measure

All

All All 87.00 94.85 90.75

Sex

Male Male 87.58 93.30 90.34

Female Female 86.99 94.45 90.57

Male Female 86.68 91.53 89.04

Female Male 87.18 93.29 90.13

Age

Young Young 87.49 95.45 91.30

Elderly Elderly 84.35 94.40 89.09

Young Elderly 89.76 86.97 88.34

Elderly Young 87.49 96.09 89.56

Technical Affinity

Low Low 87.05 95.89 90.25

High High 88.10 93.70 90.81

Low High 87.04 93.75 90.27

High Low 86.37 96.57 91.19

(b) Sub-set: set24structured

Table 2 – UARh, UAP and F-measure for the different combinations of inter- and intra-speaker group-
ings for both sub-sets.

Regarding Table 2a and Table 2b, it can be seen that the addressee detection experiments
achieve high recall and precision values, independently of the type of experiment. The classifi-
cation rates for intra- and inter-group experiments are outstanding. For the sub-set set24 we
achieve an average UAR above 89.27% and an average UAP above 88.92%. For the sub-set
set24structured the recognition rates are slightly lower with an average UAR above 84.35% and an
average UAP above 86.97%.

In comparison to classification results of other researchers (Section 2), we can state that
the results on the set24structuredare competitive, although they are not directly comparable, due to
other evaluation measures and other data sources.

7 Conclusion

In this paper, we analysed the speaking style in addressing technical systems using addressee
detection experiments. We assume for addressing technical systems similar speaking styles
are used regardless of the users’ age, sex, or technical affinity. To prove this assumption, we
designed several inter- and intra-group addressee detection experiments using data from the

117



LAST MINUTE corpus and subsequently conducted interviews with some of the participants.
This dataset has the advantage that various socio-demographic characteristics are known. Be-
sides age and sex this also includes psychometric data. In this paper we concentrated on the
personality trait “technical affinity”, as we suppose this is an important factor in interacting
with technical systems.

To reduce possible side-effects, we selected samples of 24 speakers recorded under the
same acoustic conditions in both parts (HCI and HHI). We further performed a data cleaning
to remove all samples, which include other sounds than the speaker’s voice. Besides using all
remaining samples of the 24 speakers, we also selected samples gathered via semi-structured
question sessions in both HCI and HHI parts. These samples can be considered as being in
the same domain. Afterwards, state-of-the-art recognition experiments are conducted, using
the emobase feature-set of OpenSMILE, a linear SVM and a LOSO validation scheme. We
reported UAR, UAP and F-measure.

Restrictively to our experiments, it has to be noted that in our data, firstly the participants
are either talking to a machine or to another human being in separated recording sessions.
Secondly, the domains of the HCI-part and HHI-part are not identical, apart from the semi-
structured question sessions. But, it is very unlikely that the domains for HCI and HHI are
identical in general.

The achieved recognition results for the different inter- and intra-group experiments within
both sub-sets are quite similar. Therefore, it can be assumed that there is a general way of com-
municating with technical systems which can be retrieved by speech analysis alone and which
can be modeled using state-of-the-art classification methods and a suitable (large) feature set.
The result of this paper will serve as basis for consecutive studies analysing the excact distinc-
tive features and their attributing to acoustic characteristics as well as the influence of certain
factors, amongst those are human-likeness of the technical system, addressing both machine
and human being simultaneously, presence of the technical system.
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