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Abstract: Localization of acoustic sources is a powerful tool in different applica-

tions, for example, in quality assurance by locating the source of noise created by

a machine or locating a person calling for help in ambient assisted living envi-

ronments. This paper presents the first steps in the localizeIT project for acoustic

source localization by simulation and comparison of different microphone array

geometries to determine their effect on the localization performance. The time dif-

ference of arrival (TDOA) is used in the acoustic source localization method. The

TDOA is estimated through an approximation of the phase shift of different signals

calculated with the cross correlation operation. In order to find a good arrange-

ment of microphones, a simulation is performed to compare different microphone

arrangements for the presented localization method, with regard to the available

space in a typical indoor environment. Those different microphone arrangements

are classified into two categories: compact measuring stations positioned inside

the monitored area, and larger satellite systems with microphones surrounding the

monitored area. In the simulated scenario, the large satellite systems are superior

to the compact measuring stations using the same number of microphones. Com-

paring different compact systems the results suggest, that the arrangement has a

measurable and practical influence on the precision of the system.

1 Introduction

Acoustic source localization (ASL) is the estimation of the sound source position using its

emitted acoustic signal. ASL is an important task in many near-field and far-field applications

such as mobile robots, speech enhancement, surveillance systems, human-computer interaction,

and other sensory applications like sonar [1][2][3][4]. ASL is based on the principle of acoustic

wave propagation and the reception of acoustic waves by a set of microphones in a specific

configuration (microphone array) in different times. The time delay estimation (TDE) of wave

arrival to the microphones is usually used to calculate the distance to the sound source. This

method calls Time Difference of Arrival (TDOA). The Direction of Arrival (DOA) of the sound

source (considering both azimuth and elevation directions) can be estimated from the TDOA

[1]. There are many TDE methods which vary in the degree of accuracy and computational

complexity. The basic method is the calculation of Cross Correlation (CC) between signals

received by two different microphones to find the peak point which corresponded to the time

delay. The Generalized Cross Correlation (GCC) method is an improved method of CC. The

most widely used method in ASL is the GCC due to its accuracy and moderate computational

complexity. Different weighting functions can be used in GCC, for example, PHAse Transform
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(PHAT), Maximum Likelihood (ML), ROTH correlation (ROTH) and Smoothed COherence

Transform (SCOT). The weighting function is 1 in the standard CC method [3][5].

The classical array theory suggests that the distance between two microphones should be

equal or smaller than half-wavelength of the sound source in order to avoid the spatial aliasing

effect (spatial sampling theorem). Many microphone array geometries are used for the localiza-

tion of acoustic sources. There are Uniform Planar Arrays (UPAs), for example, linear (Uniform

Linear Array - ULA), rectangular (Uniform Rectangular Array - URA), circular (Uniform Cir-

cular Array - UCA) [6], and harmonically nested linear sub-arrays [7]. Furthermore, there are

non-planar arrays such as spherical microphone arrays [2]. The azimuth estimation in the ULA

causes an ambiguity of 180◦, but the UCA provides a 360◦ azimuthal coverage. The planar

arrays provide a poor estimation in the elevation angles. Spherical microphone arrays can yield

more accurate results by the azimuth and elevation estimation [2]. In addition to regular arrays,

some arbitrary array configurations are used for the source localization [8]. Many microphone

spacing schemes are suggested from uniform to logarithmic [6]. The localization performance

can be improved if the microphones are close to the sound source [9].

The geometry of the microphone array or the selection of microphone positions plays an

important role in the localization performance. We want to investigate the effect of the mi-

crophone array geometry on the localization performance by collection the microphones in a

specific array (compact systems) or by distribution the microphones in the whole room (large

satellite system). In both cases, the ASL algorithm must to yield good results for position

estimation of the sound source which is located at any position in the room.

This paper is organized as follows: Section 2 gives an overwiew on the localizeIT project

for object tracking using audio-visual information. The localization approach and the experi-

ments’ designs are described in section 3. Section 4 gives information about the evaluation of

the gathered data and reviews the results. Finally, conclusions and future work are presented in

Section 5.

2 localizeIT

The project localizeIT1 is funded by the Federal Ministry of Education and Research in the

program of Entrepreneurial Regions. The aim of the project is the tracking of objects by fusion

of audio and visual information as well as the analysis of object behavior by using audio and

visual information. Inside the tracking area, a number of passive sensors will be installed as

shown in Figure 1. There are optical sensors (cameras with mono as well as stereo optics)

and microphone arrays which will be distributed inside the area at different positions, several

directions and heights to focus on different tasks and optimize theirs effectivity. The optical

sensors can be hindered due to different physical properties. In this case, the acoustic sensors

can be used instead. The fusion of audio and visual based object tracking can be used to improve

the tracking task.

The main tasks in the project according to the audio processing are acoustic source sep-

aration, acoustic event detection and source localization. The experiment of classification of

acoustic events which are usually occurred in the sector of healthcare are presented in [10]. In

this contribution, the first step for acoustic source localization is implemented to detect the best

geometry of microphone array by simulation of different arrangements of microphones.

1http://www.localize-it.de

220



Figure 1 – Sketch of the Media Computing (MC) Audio-Video laboratory.

3 Experiment

We conducted two experiments to examine the effect of microphone arrangements on the lo-

calization performance. In the first experiment we tested small centralized microphone arrays

observing their surrounding volume. In the second experiment we tried to compare those with

large satellite arrays surrounding the observed area.

3.1 Localization Approach

In order to test the different arrangements’ suitability for the audio source localization, a basic

approach based on the TDOA is implemented. Assuming the two microphones i and j are

located at the positions mi ∈ R
3 and mj ∈ R

3, the audio source is located at s and the TDOA

of the signals recorded by the two microphones is ∆ti,j , the following constraint for the location

of the audio source s can be formulated:

||s−mi|| = ||s−mj ||+∆ti,j ·c (1)

with c being the speed of sound in the surrounding medium. So basically the distances from the

audio source to the both microphones vary by the distance where the sound waves transmit in

the TDOA. By considering the squared distances the following equations can be calculated:

δi,j :=∆i,j ·c (2)

(s−mi)
2 :=r2

i (3)

(s−mj)2 :=(ri+δi,j)
2 (4)

⇒ (s−mi)
2−(s−mj)2+2δi,jri =−δ2

i,j (5)

(s2−2smi+m2

i )−(s2−2smj+m2

j)+2δi,jri =−δ2

i,j (6)

s2−2smi+m2

i −s2+2smj−m2

j+2δi,jri =−δ2

i,j (7)

2(mj−mi)s+2δi,jri =−δ2

i,j−m2

i +m2

j (8)

For a fixed microphone i the equation (8) gives a system of non linear equations with

one equation for each microphone j 6= i and four unknown variables, which is solved using
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the Levenberg–Marquardt algorithm [11]. This requires at least five equations, which lead

to the requirement, that our microphone array contains at least six microphones. In order to

increase the precision of the algorithm and inure it against errors in the estimated ∆ti,j values,

we evaluated the system of nonlinear equations N times using every microphone as the fixed

microphone i and averaging the results (N being the number of microphones in the array).

A similar effect could be achieved by formulation a larger system of nonlinear equations

with N+3 unknown variables and N∗(N−1) equations. This approach can also be used to

decrease the number of required microphones to four (for N = 4, there are 12 equations and

seven unknown variables).

3.2 Simulation of the Input Data

To test the different arrangements, only the position estimation as described above is simulated

and not the estimation of the TDOA. So the TDOAs for a specific location of the audio source

s are calculated using the following equation:

∆ti,j = |||mi−s||−||mj−s|||·c−1·n (9)

where n is a noise factor used to introduce some error to the system, which could be present

due to signal transition times in the cable or the processing hardware, variations in air pressure,

etc. In our simulations a factor of n ∈ [0.99,1.01] is chosen randomly for each ∆ti,j . In order to

get meaningful data the experiments are repeated 25 times and the resulting errors (see section

4) are averaged.

3.3 Experiment I

In order to determine how good a microphone arrangement performs, the position estimation is

done for simulated audio sources located in a regular grid surrounding the microphone array. To

compensate the size of the array itself, the microphone arrays are scaled to a common size. The

size of a microphone array is determined by the maximal distance between two microphones

d = argmaxi,j ||mj−mj ||. We used a 41×41×41 grid with a 0.25m spacing between the

neighboring points resulting in a X×Y ×Z = 10×10×10m volume. The evaluated microphone

arrays are scaled to a size of d = 0.25m and consisted of eight microphones in 4 different

arrangements: Cube, Twisted I, Twisted II, and Random as shown in Figure 2. The microphone

arrays are located in the middle of the evaluated volume.

(a) Cube (b) Twisted I (c) Twisted II (d) Random

Figure 2 – The tested small microphone arrays.
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3.4 Experiment II

As aforementioned the second part of the experiments is to compare compact centralized micro-

phone arrays with the large distributed arrays. Since the focus of our work is in living room en-

vironment, the large microphone array is scaled to fit the living room (X×Y ×Z = 5×5×2.3m).

However the evaluated grid was the same as in Experiment I, allowing a direct comparison of

the evaluated data. We tested two large arrangements. The first one with all microphones placed

in the corners of the room as shown in Figure 3a. In the second arrangement, the top micro-

phones are located in the corners of the room and the bottom microphones on the edges half

way between the corners (Figure 3b).

(a) Room (b) Twisted Room

Figure 3 – The smaller cube green array represents one of the compact arrays. The two large

microphone arrays are presented in blue points.

4 Results

In order to compare the different arrays, the resulting errors are evaluated by considering the

distance of the calculated location (lc) and the actual location (la) as follows:

e = ||lc−la|| (10)

The localization is considered as failure when e > 0.125m, since the lc is then actually closer

to the next evaluated point than to the actual location la. Overall the arrangement of the mi-

crophones has a huge influence on the shape and size of the well tracked area as illustrated in

Figure 4. The compact arrays show that the error ratio increases with the distance rising be-

tween acoustic source and microphone array. The error ratio varies according to the shape of

the compact array (see Figure 4: a, b, c, and d). If the microphones are placed in the corners of

the room, the localization results are better close to these corners in comparision to the middle

of the room (Figure 4: e), whereas the localization results are good in the whole room by using

the twisted room arrangement (Figure 4: f).

The number of well enough estimated locations with e < 0.125m shall be used to determine

how good the array actually performed. The compact microphone arrays worked poorly (about

3%), especially for audio sources located far away. The larger arrays however worked very well

with over 99% of the tested points resulting in an error of e < 0.125m as shown in Figure 5.
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(f) Twisted Room

Figure 4 – Top view of the errors made due to the introduced error in meters. The black and white

outlines mark an error of 0.125m and 0.25m, respectively. The magenta dots mark the location of the

microphones.

Figure 5 – Comparison of the different arrangements’ performance.

5 Conclusion and Future Work

The paper presents the simulation and comparison of different geometries of microphone arrays

in order to determine their effect on the localization performance. The presented experiments

show, that the arrangement of the microphone array has a measurable influence in the precision

of the presented method of audio source localization. It seems, that the size does matter in case

of microphone arrays. Even with a constant number of microphones large arrays perform better
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in a larger area than with small compact microphone arrays. Therefore, it would be reasonable

to spread microphones in the room. This approach is somehow impractical for mobile or non-

stationary systems, but it is possible in many applications such as the acoustic observation of

a patients in home environments. The localization results show that the randomized array is

outperformed by any other arrangement. It appears, that the difference in distance between an

audio source and different microphones should be maximized to get a stable indication for the

localization of the audio source.

The next step in our research would be to find the best arrangement for a given number of

microphones, array size or room geometry. In addition, the test of those arrangements in a real

live setup in our laboratory.
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