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Abstract: In this paper, we discuss the application of speech dereverberation tech-

niques for post-processing of recordings taken in the German parliament. Based on

a novel psychoacoustically-motivated dereverberation concept, a significant improve-

ment in terms of the perceived quality is obtained in comparison to a conventional

dereverberation approach. Since time-varying changes of the acoustical environment

are negligible, all required acoustical parameters such as reverberation time (RT) and

direct-to-reverberant-energy ratio (DRR), are determined in an off-line procedure.

1 Introduction

Dereverberation of speech signals has received an increasing attention from the research com-

munity over the last years. Many authors suggested algorithms which are suitable for mobile

phones, automatic speech recognition systems and digital hearing aids, cf. [1].

In this contribution, we show how such techniques can be used to enhance speech recordings

taken in large conference halls or similar environments. For a case study, speech recordings

from the German Bundestag, which is located in the Reichstag in Berlin, are investigated and

suitable signal processing methods for a post-processing are proposed. Based on a conven-

tional dereverberation algorithms, an improved concept which exploits masking properties of

the human auditory system is developed.

In the remainder of this paper, the acoustical environment is analyzed in the next section which

includes the considered signal model, followed by a short discussion on the reverberation time

(RT) and direct-to-reverberant energy ratio (DRR). In Section 3, a conventional dereverberation

algorithm is introduced and a psychoacoustically-motivated modification is discussion. Finally,

in Sections 4 and 5 we show simulation results and draw conclusions.

2 Analysis of the Acoustical Environment

Room reverberation is usually caused by reflections of the emitted source, e.g., a speaker which

stands far away from another speaker in an enclosure. In contrast to that, in a parliament dis-

cussion, the speaker is located at a lectern and the speech is captured by microphones at a

small distance. This speech signal is then processed and emitted by a loudspeaker system to the

audience. In very large rooms, this signal is then reflected on the walls and fed back into the mi-

crophones with a certain sound propagation delay. In order to avoid instability and overshoots,

a feedback cancellation is employed which usually consists of a notch filter or an adaptive filter
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Figure 1 - Pictures of the German Bundestag1. (left) Audience where the lines mark possible sound

propagation paths from the loudspeaker system to the microphones at the lectern; (right) Speaker at

lectern with two microphones.
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Figure 2 - Spectrogram of a recording without processing (x(k)).

with a short filter length. However, the captured reverberation remains, if no further coun-

termeasures are employed. This acoustic situation is illustrated exemplarily for the German

parliament in the left subplot of Fig.1 where simplified sound propagation paths are marked by

the dashed lines. A speaker standing at the lectern is shown in the right subplot where the short

distance to the capturing microphones can clearly be seen. Even though two microphones are

mounted on the lectern, only one microphone is used in this setup since the second one is used

as a microphone breakdown replacement.

In the spectrogram of a short recording in Fig.2, the smearing over time due to reverberation

can clearly be seen. Since the acoustical scenario does not change, apart from small movements

of the speaker and the audience, all required acoustical parameters for the considered speech

enhancement algorithm such as reverberation time and direct-to-reverberant energy ratio can be

estimated only once. This off-line procedure is carried out blindly from recorded data since no

acoustical room impulse response (RIR) measurements are available.

1Photographic material provided by the digital image service of the German Bundestag. (c) Werner Schüring

(left) and Thomas Trutschel/photothek.net (right).
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2.1 Signal Model

The microphone signal x(k) is the input of the considered single-channel speech enhancement

system and is related to the clean speech s(k) and a given RIR h(k) by

x(k) = s(k)∗h(k), (1)

where ∗ indicates the convolution and k the discrete time index.

Within the DFT-domain speech dereverberation system, the input signal is first segmented into

overlapping frames of length L. After windowing and zero-padding, these frames are trans-

formed via FFT of length M into the short-term spectral domain. The corresponding spectra

are denoted by X(λ ,µ) where frame index and discrete frequency bin index are denoted by

λ and µ . The enhanced spectral coefficients Ŝ(λ ,µ) are obtained by the multiplication of the

coefficients X(λ ,µ) with spectral weighting gains G(λ ,µ). The enhanced time-domain signal

ŝ(k) is obtained by using the IFFT and overlap-add.

2.2 Reverberation Time (RT)

One fundamental parameter of room acoustics is the RT. It is defined as the time period a sound

needs to decrease by 60dB from its initial sound pressure level (SPL) after switch-off and is

therefore also referred to as T60 . It is linked with the decay rate ρ by

ρ =
3ln(10)

T60
. (2)

If a time-continuous room impulse response h(t) is available, e.g., based on measurements, the

reverberation time can be measured with the Schroeder method [2]. Based on the energy decay

curve (EDC), which can be obtained from the Schroeder integral by

EDC(t) =

∞∫

t

h2(τ)dτ, (3)

the RT can be determined directly from the time, where the EDC needs to drop by 60dB from

its initial energy level.

However, since the RIR is unknown from our recordings, the RT has to be estimated blindly

from the reverberant input signal. In this contribution we use a modified maximum likelihood

(ML) approach based on [3] in a preceding off-line procedure. The RT is estimated in speech

offset periods only which are determined by a voice activity detector (VAD). To all obtained

speech offset segments, which are larger than 200ms, the ML procedure is applied and the re-

sults are averaged. From this estimation procedure, using 45min of speech material, an average

reverberation time of 0.86s was obtained in the considered scenario.

2.3 Direct-to-Reverberant Energy Ratio (DRR)

A further very important characterization of a room impulse response are channel-based mea-

sures [4]. Among them, the DRR is the most important one and is defined as

DRR

[dB]
= 10 · log10

⎛
⎜⎜⎜⎝

kd

∑
k=0

h2(k)

Lr

∑
k=kd+1

h2(k)

⎞
⎟⎟⎟⎠ , (4)
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where Lr denotes the length of the discrete impulse response and kd the discrete time index

where the direct sound ends. This value is usually chosen such that a few early reflections

are included in the direct path, i.e., global maximum plus 2ms. The DRR also determines the

critical distance dc of a sound event. The critical distance is defined as the distance from the

source at which the sound energy due to the direct-path component is equal to the sound energy

due to reverberation. Hence, the following two cases have to be distinguished:

• DRR < 0dB → Source outside the critical distance dc,

• DRR > 0dB → Source within the critical distance dc.

As for the RT, an off-line estimation procedure is used. Here, we determine the energy drop

of the signal after a sharp speech offset by manual segmentation. The resulting DRR was

determined as 18dB, which indicates that the source is located within the critical distance.

3 Psychacoustically-Motivated Dereverberation

3.1 Conventional Dereverberation

One state-of-the art dereverberation algorithm is based on a statistical model of late reverbera-

tion [5]. The basic idea is to estimate the power spectral density (PSD) of the late reverberant

speech components and to formulate a weighting rule that aims to suppress late reverberant

components while leaving the direct path speech components and early reflections unaltered.

This subsection describes briefly an improved single-channel algorithm based on [5] which

utilizes a generalized statistical model of the room impulse response according to [6]. This

generalization allows to use the algorithm also in situations where the source is located within

the critical distance, which is the case for the parliament recordings.

The considered room impulse response is described as a sequence of i.i.d. random variables

b(k) with zero mean and normal distribution, multiplied by an exponentially decaying func-

tion. In the generalized approach proposed in [6], the RIR is divided into two segments: one

segment which corresponds to the direct path and early reflections and the second segment

which describes late reverberation. Hence, this model can distinguish between early and late

reverberation and is given by

h(k)|(Gen) =

⎧
⎪⎨
⎪⎩

bd(k)e
−ρk/ fs for 0 ≤ k < kd

br(k)e
−ρk/ fs for k ≥ kd

0 otherwise,

(5)

with sampling frequency fs in Hz and kd which is chosen as in Eq.(4). bd(k) and br(k) represent

two uncorrelated noise sequences of early and late reverberation, respectively, which are both

i.i.d. random variables with zero mean and normal distribution. The variances of bd(k) and

br(k) are denoted by σ 2
d and σ 2

r in the following. It is further assumed that σ 2
d ≥ σ 2

r (high DRR,

within the critical distance).

Based on the generalized statistical model, an improved estimator for the late reverberant PSD

can be expressed by [6]

σ 2
xlate

(λ ,µ) = (1−κ(µ)) · e−2ρ(µ)Tl ·σ 2
xlate

(λ −1,µ)+κ(µ)e−2ρ(µ)Tl ·σ 2
x (λ −Nl,µ), (6)

where Tl marks the time span after which the late reverberation begins. The PSD of the rever-

berant speech is denoted by σ 2
x (λ ,µ) and Nl indicates the (integer) number of frames corre-

sponding to Tl. The constant κ(µ) is inversely proportional to the direct-to-reverberant energy

ratio [6].
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Please note that for the special case κ = 1∀µ , the estimator reduces to the approach by [5].

In order to estimate the a posteriori signal-to-interference ratio (SIR)

η(λ ,µ) =
|X(λ ,µ)|2

σ 2
xlate

(λ ,µ)
, (7)

the spectral variance of the reverberant speech is calculated by recursive averaging

σ 2
x (λ ,µ) = α ·σ 2

x (λ −1,µ)+(1−α) · |X(λ ,µ)|2, (8)

with a smoothing factor 0 ≤ α ≤ 1. The weights for the suppression of the late reverberant

components can be calculated, e.g., by a spectral magnitude subtraction rule

G̃(λ ,µ) = 1−
1√

η(λ ,µ)
. (9)

It should be noted that a frequency-dependent DRR and RT could also be employed. How-

ever, for the desired recordings, no improvements could be observed and hence, the frequency-

independent values are kept in order to reduce the computational complexity.

The direct application of the spectral gains to the reverberant DFT coefficients can lead to

various artifacts such as musical noise. In order to counteract such artifacts, different methods

are possible:

• Apply a high spectral floor to the gains which however, reduces the dereverberation perfor-

mance or

• Smoothing of the spectral weights in the frequency domain [7] or cepstral domain [8].

3.2 Psychoacoustic Weighting

In this contribution we propose to apply a psychoacoustic weighing rule which was initially

developed to reduce artifacts in noise reduction systems [9] and in a combination with acoustic

echo control [10]. Related psychoacoustic dereverberation approaches are discussed in [11].

The overall block diagram of the new system is depicted in Fig. 3. The main idea is to perform

a pre-dereverberation of the input spectra and to calculate the masking thresholds from the pre-

enhanced signal. Based on an estimate of the late reverberant PSD and the masking threshold,

the final spectral weights are calculated and applied to the reverberant signal. The processing

steps are as follows:

1. Estimate the late reverberant PSD σ 2
xlate

(λ ,µ) using the method described above Eq.(6).

2. Calculate preliminary spectral gains G̃(λ ,µ) by means of the spectral subtraction rule in

Eq.(9).

3. Compute a pre-dereverberated signal by

X̃(λ ,µ) = X(λ ,µ) · G̃(λ ,µ). (10)

4. Estimate masking threshold X(λ ,µ) based on X̃(λ ,µ) using the ISO model [12].
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Figure 3 - Block diagram of the considered single-channel speech dereverberation system using a psy-

choacoustically motivated spectral weighting rule.

5. Calculate psychoacoustic weighting gains G(λ ,µ) by [9]:

G(λ ,µ) = min

⎛

⎝
√

X(λ ,µ)

σ 2
x (λ ,µ)

+ζ ,1

⎞

⎠ , (11)

with an interference attenuation factor ζ . Additionally, a lower bound Gmin is applied to the

weighting gains.

6. Perform the final dereverberation by applying the psychoacoustic gains to the reverberant

input spectra by

Ŝ(λ ,µ) = X(λ ,µ) ·G(λ ,µ). (12)

4 Simulations

In a first step the above mentioned off-line procedure to determine the RT and DRR was carried

out. In a second step the single-channel recordings were processed with and without the psy-

choacoustical extension of the conventional dereverberation algorithm using Eq.(11) and Eq.(9),

respectively. The corresponding time-domain signals are termed x̃(k) and x̂(k) (see Fig. 3). Fur-

ther important simulation parameters are listed in Table 1. The corresponding audio files are

available online 1.

Since neither the room impulse response nor any anechoic reference signal is available, only

non-intrusive objective quality measures can be used. Table 2 shows the results in terms of the

Speech- to-Reverberation Modulation energy Ratio (SRMR) [13], which is a suitable indicator

for the reverberation suppression.

The corresponding spectrograms of the enhanced signals are shown in Fig.4. It can be seen that

due to the psychoacoustic weighting (right subplot), random fluctuations, i.e. musical tones,

could be reduced significantly. Besides, the reduction of musical tones and further artifacts was

confirmed by the subjective listening impression.

1http://www.ind.rwth-aachen.de/~bib/jeub11b
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Table 1 - Main simulation parameters.

Parameter Settings

Sampling frequency fs = 32kHz

Frame length L= 640 (20ms)

FFT length M = 1024 (including zero-padding)

Frame overlap 50% (Hann window)

Smoothing factors α = 0.9

Reverberation time T60 = 0.86s

Late reverberant time span Tl = 0.1s

DRR DRR= 18dB

Interference attenuation factor ζ =−15dB

Gain threshold Gmin = 0.1

Table 2 - Dereverberation performance in terms of the non-intrusive quality measure SRMR.

Reverberant x(k) Pre-dereverberated x̃(k) Dereverberated x̂(k)

SRMR 7.96 8.66 8.79
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Figure 4 - Spectrogram of processed speech: (left) with pre-dereverberation only (x̃(k)); (right) with

dereverberation using psychoacoustic weighting (x̂(k)).

5 Conclusions

In this contribution, we have demonstrated the application of speech dereverberation techniques,

which are commonly employed in hearing aids or hands-free speech communication systems,

for recordings taken in the German parliament.

Based on a new psychoacoustically-motivated dereverberation concept, the drawbacks of the

conventional system such as musical tones, could be reduced significantly. In future appli-

cations, the developed algorithm might be used for a post-processing of recorded data, e.g.,

for news broadcast or as a plug-in for video players such as the VLC. Besides, the enhanced

recodings can be used for archival storage and documentation.
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