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Abstract: Amharic is one of the least researched languages in the world. 

Particularly, speech and language technologies for this language are almost non-

existent. Off the rack speech corpuses, lexical models and language models are 

not available and this makes the task of building automatic Amharic speech

recognizers very challenging. We present initial results in the development of 

Amharic speech recognizer. The most important components of the speech 

recognizer; namely the speech corpus, the lexical model and the language model 

are developed from scratch. The Amharic speech corpus was collected from

people of different age range and gender in such a way that it has all the 

syllables in an approximately reasonable proportion. A lexical model consisting 

of hundreds of thousands of words and a Finite-State-Automata based language 

model are also prepared. The speech recognizer is being developed using the 

UASR (Unified Approach to Speech Synthesis and Recognition) toolkit of TU 

Dresden and when it is ready we will integrate it with other modules for further 

research work, particularly in the development of Amharic speech to Ethiopian 

Sign Language (ESL) converter.
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1. The Amharic Language

Amharic is the official language of Ethiopia and the second widely spoken Semitic 

language in the world (Hayward and Richard 1999). It is written from left to right using a 

scripting system known as Ge’ez. This scripting system is unique in that the consonants 

and vowels in its orthography do not exist independent of each other. The alphabet 

consists of 7 vowels and 33 consonants; each of the latter has 7 shapes depending on the 

vowel with which it is combined.                                   .
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2. Related Works

Previous attempts to build automatic Amharic speech recognizers are very limited. 

Solomon [1] built both speaker dependent and independent, isolated consonant-vowel 

(CV) syllable- based recognition systems for Amharic. His work was extended to an 

isolated word recognizer by Kinfe [2]. He collected a 170 words vocabulary from 20 

speakers and considered a subset of the Amharic syllables, concentrating on the 

combination of 20 consonants with the seven vowels. Both his training and test sets 

consist of 50 discrete words. He reported an isolated word recognition accuracy of 83.1%

and 78.0%, for speaker dependent; phoneme and tied-state triphone models, respectively. 

Martha [3] developed a small vocabulary, isolated word recognizer for command and 

control interface to Microsoft Word. Zegaye [4] extended Martha’s work and developed 

a speaker independent continuous Amharic speech recognizer. He reported 76.2% word 

accuracy and 26.1% sentence level accuracy. Finally, the most impressive research work 

of all attempts is Solomon’s [5] large vocabulary, speaker independent, continuous 

speech recognition system. He reported a word recognition accuracy of 90.43% and 

91.31% for syllable based and tri-phone based systems, respectively.

3. The speech corpus

We prepared a speech corpus of about 30 Hours duration. The training set is collected 

from 133 speakers of different age range and gender and the test set is collected from 15 

people.  We attempted to make the training set as phonetically balanced as possible so 

that the corpus has the syllables in a fairly equal proportion.

Sixty of the speakers in the training set are female and the rest are male. The minimum 

number of sentences read by a single female speaker is 83 and the maximum is 149. In a 
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similar manner, the minimum number of sentences read by a single male speaker is 61 

and the maximum is 151. Out of the total speakers, 120 are recorded in an office 

environment and the remaining 13 are recorded in a studio. All speakers are recorded at 

16 MHz sampling rate using Audacity 1.3 Beta (Unicode). Before parameterization, we 

amplified the weak speeches and attenuated the constant background noises.     

4. Labeling

The UASR toolkit, developed by TU Dresden will be used to build the Amharic speech 

recognizer. This toolkit requires that some part of the speech corpus must be manual 

labeled in order to initialize the system. Therefore, a speech set of 143.96 minutes 

duration is manually labeled using wavesurfer version 8.4.2.4.          .

.

A script is written using a programming language called dlabpro, which is developed by 

TU Dresden. This script reads the transcription file of the speeches line by line and 

generates a separate dummy file corresponding to each line. The output file generated by 

this script has three columns: the first column is the starting time of a syllable, the second 

is the final time of a syllable, and the last column is name of a syllable. The beginning 

and final times in these files are not correct. They are only there as a placeholder. They 

are replaced by the actual values by executing the HMM.xtp script of UASR. HMM.xtp 

sequentially reads the dummy files and replaces the start and final syllable times with 

actual values. .
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5. The lexical and language models

A syllabic lexical model consisting of more than 227,773 Amharic words has been 

prepared. It is an alternative lexical model in that more than one pronunciation is 

provided for some of the words. The word ‘sl’ is included in the dictionary and mapped 

to long silences at the beginning and end of the speeches. The short-pause is modeled by 

adding “sp” at the end of every word pronunciation.

In order to build our finite-state-automata based tri-gram language model, a text corpus of 

more than 10,000 pages has been collected from different Amharic news websites. The 

texts are originally written using the Ge’ez script. But we have replaced each Ge’ez 

character by two Roman characters as UASR can only process texts written using Roman 

letters.

We used the free Toolkits called ‘GRM Library’ and ‘FSM Toolkit’ from AT&T to build 

the language model. First the text corpus is converted into a format called ‘FAR archive’

using the farcompilestrings command of the FSM Toolkit. This command reads the text 

corpus and replaces each line in the corpus by a finite-state-automaton in which each 

word in the sentence is the label of a transition from one state to another. Once the FAR 

archive is generated, it is passed to a pipelined instruction to generate a Katz backoff 

trigram language mode as shown below:                  :     :

. :

farcompilestrings -i word_list.wl –u "<u>" corpus.txt | grmcount –n 3 –s <s>

-f  </s>  –i word_list.wl | grmmake | grmshrink > language_model.fsm

6. The Acoustic model

We use syllables instead of phones as the fundamental sub-word units to build the 

acoustic model. We opted for this method for two important reasons. Firstly, during the 

manual labeling procedure, it is far easier to accurately identify boundaries of syllables 

than phonemes; secondly, the number of syllables in the Amharic language is very small. 

Unlike other languages, there are only 233 syllables in Amharic. 

At the moment we used only the manually labeled speeches to train the system. The 

current syllable recognition accuracy is only 41%. We expect to significantly improve 

this accuracy when we use all the speeches we have after automatically labeling them. 
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