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Abstract: The variety and complexity of audio storage devinewadays available

in automotive systems turn selecting audio data amtumbersome task. How can
users comfortably access particular audio data imaaety of media carriers

containing large amounts of audio data while atyuplrsuing the driving task?

Browsing logical and physical hierarchies can higawicrease driver distraction.

This paper proposes a speech-based approach ghdicaintly facilitates accessing

database items. It consists of two interaction epi& the concept for category-
based search requiring pre-selecting a categogy &etist, title, genre, etc.), and the
concept for category-free search allowing the usesearch globally across all
categories. In both concepts search space compiliseedia carriers. The user may
directly address audio data items by saying theesponding name. However,
evidence was taken from address book data thas ueenot perform well when it

comes to remembering the exact name of an itemth&efore create additional
wording variants to allow for fault-tolerant searchhis is achieved by means of
filter- and recombination rules. Thus users, whondbremember an item correctly
are still able to find it when speaking only pahereof.

1 Introduction

State-of-the-art speech dialogue systems in canage assistance in operating audio devices,
such as radio and CD player. However, the numbervamiety of media carriers (e.g. hard

disk, MP3 player, memory cards) containing comprdssaudio data has increased

significantly. These media carriers allow for int&ing large databases of music titles into
the car. The large databases in turn aggravatestes possibility of accessing the right item,

for how should she be able to correctly remembedheds, or even thousands of songs, let
alone attributing the corresponding media carndhe desired data.

Considering the growing amount of media data, cuinmeethods of navigating them by means
of speech commands like for example ‘next mediuipfevious medium’, ‘next song’,
‘previous song’, by selecting the corresponding Inumbemor by manually searching storage
devices are no longer sufficient to meet customemahds. We present an approach that
offers a more user-friendly way of interacting wihdio data, in particular when the user’s
inability to remember large amounts of data is teikeo account.

Various approaches for speech-based access to da@didave already been published. One
approach comprises accessing every database itdrim wne utterance [1]. Prior to speaking
an item the user is required to enter the corredipgncategory, as for example in “play
album Automatic for the People”. Thus, recognitgpace can be pruned effectively. The
approach requires the user to know the completeenafman item and does not provide
options for category-independent input. Anotherrapph is followed in the TALK project
[2]. By means of a complex disambiguation stratiégiows for speaking any item any time.
It has not been proven successful for more thaemahundred songs. Considering the large
amount of audio data users will bring into theirscave aim at handling large vocabulary lists
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by means of category-based and category-free iapitems. Additional wording variants,
generated by means of filter and recombinationstuddlow the user to speak only parts of
items stored under various categories such ast,aalisum, title, etc. This will reduce
cognitive load and improve user acceptance, siheeuser does not have to remember the
complete name.

The next section elaborates on problems cominggalath accessing large amounts of audio
data. Evidence is taken from users’ recollectionpefsonal address book data. The new
multimodal dialogue design for efficiently interang with complex audio applications is
described in section 2. Section 3 presents theimmdial system architecture required for the
new approach. The final section draws conclusiomspovides an outlook on future work.

1.1 Technical and user constraints

In-car speech dialogue systems for audio applicatioowadays provide the user with a
considerable variety of storage devices (e.g. aptiisk, memory card, hard disk, flash

memory, USB (MP3 player, iPod, memory stick, haigk)), data formats (audio and raw)

and file types (e.g. *.mp3, *.mpg, *.0gg, *.wavh brder to successfully select particular
audio data, the user must have a general techmicirstanding of the system as well as be
able to remembewhich medium providesvhat contents [3]. Given the above diversity and
complexity this procedure is likely to prove cundmne, increasing cognitive load.

When an audio database is accessible by meanstadrimlments, i.e. speakable text entries,
the problem arises that these entries have onlyptw@etic transcription. This means they

can only be selected by speaking the complete ridnaetitle, album, artist etc. In case the

user slightly varies input (which might be due dcKing knowledge of the precise name), the
corresponding entry cannot be selected by the mysidis turns spoken interaction into a

difficult task. Evidence for this assumption is @akfrom a user study on personal address
book data [4] analysing to what extent users rengzrtite entries they have stored in their
address book (see Figure 1).

m 40%
39%

Addressbook {—
entry and
speech
command are
identical

/ 21%

Contact either forgotten or
cannot be found

Figure 1 — User recollection rate of address book data

From a set of 21 subjects electronic address bfaksmobile phones and PDASs) were read

out and by means of 420 scenarios on differentacbrgroups (e.g. business, private, etc.) the
users’ speech commands were recorded and subshgcempared to the stored data. The

findings showed that only in 39% of the cases waset a correct match between the speech
commands uttered by the user and what had actbaty stored in the address book. The
majority of 61% remained undetectable by speechtallecking recollection.
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It is obvious that similar problems will occur whgrtomes to selecting audio data, i.e. users
often do not remember the exact name of titlegyratbor other categories. Consequently the
user might be tempted to switch from spoken intewacto manually navigating through
hierarchies in order to accomplish a certain temtkar than concentrating on the actual
driving task.

To reduce cognitive load and ensure that the dieaerconcentrate on the traffic situation, it
is necessary to offer a more advanced audio dateeva that requires neither previous
knowledge of technical devices and their correspanéudio data, nor the data’s precise
wording.

2 Dialoguedesign

The previous section pointed out the difficultiescarring with in-car audio application
management. Speech as interaction mode has thesgutp preserve the driver's safety.
Therefore the aim is to design dialogue such tmatuser may complete tasks in a simple and
intuitive way. We propose a new method for handlimgeased functionality as well as large
amounts of audio data. The next section explainssearch concepts for accessing audio
data. The concepts use additional wording-variamtglow for fault-tolerant search described
in section 2.2. Section 2.3 presents general requants concerning the user interface.

2.1 Interaction conceptsfor searching audio data

In order to bring back transparency into the mudié of technical audio devices it takes an
approach that allows accessing audio data fronouammedia carriers and different formats in
a uniform way. To achieve this we suggest threéeiht interaction concepts: category-
based search, category-free search and physigahsea

Category-based searalequires pre-selecting a category. We defined afsétve selectable
categories (artist, album, title, genre and yehat tare of interest to the user and usually
available in the metadata of audio files and twditawhal views on audio data: folder view
and title list view.

Title Album
Album g
et I (5| A Rush Of Blood To The Head
Achtung Baby
Genre Adore
Year All That You Can't Leave Behind
Folder Automatic For The People
Current Miusin Boy [UK]
title list 4 Greatest Hits 1977-1990

Figure 2 — Category-based search

Each category contains data of all audio storageces. When selecting one of the above
categories, e.g. ‘album’, the user is returnedstadf all albums from all connected storage
media in alphabetical order (see Figure 2). Thhs, user does not have to go through
technical devices such as MP3 players or memonyscaucluding the embedded hierarchies
to find the desired album.

The result list may be scrolled through by manualspoken input. When choosing a
particular item from the list the user may do sodmgctly speaking the album name. This
option is provided for by means of speakable tetties (i.e. text enrolments): for example,
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the user can say ‘Greatest Hits 1977-1990" or sim@reatest Hits’ (cf. section 2.2). We
allow speaking any item of the list, not just thmes currently displayed.

Global category-free searcdls independent of any pre-selection. Once the gseinto this
search mode she may enter a title, an album, &t, atfolder, a year or a genre by speaking
its complete name (e.g. ‘A Rush of Blood to the tHea ‘Alternative Rock’) or parts thereof
(e.g. ‘A Rush of Blood’). As in the category-bassghrch the system considers the contents of
all audio storage devices. Regarding these largriata of audio data, uncertainties are likely
to occur. They are dissolved in two ways. In cdmeuncertainty of a user’s input is within
one category, a result list containing the corrasipmy items is returned (see Figure 3 (left)).
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No Need to Argue ’D%HETD:

zuriick Video Fahrzeug Navi a zuriick Video Fahrzeug
REM. ! Kinstler (0
Str:fmglers Album (1)
Tort smos Suche Aud/| RESRRENE))
&% Genre (0
Suche nacl @ Jahr (0
ABCDEF ‘RSTUVWXYZ ABCDEEF - cmponist(0)  RISTUNWXYZ_ O
zuriick A -& () / . zuriick A HO L a e e (@)

Figure 3 - Category-free search - multiple results withire @ategory (left); resolution proposal for
multiple results in different categories (right)

In case the uncertainty spans more than one categdlo Need to Argue’ for example could
either refer to an album or a title by ‘The Crames’ — we add a supplementary step
providing the user with a list of the correspondoajegories plus the respective number of
hits (see Figure 3 (right)).

Physical searctensures backward compatibility and provides aldattk solution for users
wishing to navigate within the contents of partaouhudio storage devices.

2.2 Interaction concept for fault-tolerant word-based search

Section 1.1 presented the difficulties users hawverecisely recollecting large amounts of
data. Consequently, if the user wants to seledicpdar items by speech using the above
search concepts it would not be sufficient to pideviext enrolments with merely one wording
variant per item. Because then, user input thathtnimp far more likely compared to the
available wording variant could not be recognisgdtire system (e.g. ‘Laundry Service’
instead of ‘Laundry Service: Limited Edition: Washand Dried’). This leads to frustration
and driver distraction with the consequence thatubker ends up using the manual speller.
Our approach therefore allows selecting audio batspeaking only parts of complete names.
To create additional useful wording variants fortpaf items the available audio data are
pre-processed by two procedures, i.e. filter amtmdbination rules [5]. In the first step our
method decomposes items of all categories accotditite following rules:

1. Special characters such as separators and symbols are either distardeonverted into
orthography.
0 Africa/Brass - Africa Brass
0 The Mamask The Papas
2. Abbreviations are written out orthographically.
o Dr. Dre - Doctor Dre

0 Madonndfeat.Britney Spears - Madonna featuring Britney Spears

- The Mamas and The Papas
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3. Keywords such as category names including their synonyrasdecarded and therefore
not obligatory when entering audio data.

0 The Charlie DanielBand - Charlie Daniels (plus rule 4)
o0 Songsf Long Ago - Long Ago (plus rule 4)

4. Closed word classes such as articles, pronouns and prepositions dextgel by means of
morpho-syntactic analysis and can be omitted intecdnwith particular phrases (e.g. noun
phrases or verb phrases).

o ThelLemonheads - Lemonheads
o0 TheyMight Be Giants - Might Be Giants
0 UnderPressure - Pressure

5. Secondary components (e.g. of personal names) can be discarded by nudastactic-
semantic analysis.

0 LudwigvanBeethoven - Beethoven
o DaveMatthews Band - Matthews Band

0 Looking for the Perfect Beat - For The Perfect Beat
- Perfect Beat (plus rule 4)

In the second step linguistic rules are used tecsedignificant components and recombine
them in a way a user might say. This avoids randooh useless variants. Each recombined
component sequence is then phonetically transcrifmedbe accessible via voice input.
Shakira’s album ‘Laundry Service: Limited Editioivashed and Dried’ for example contains
a song called 'Objection (Tango)'. For selectingstsong a normal way would be the
description ‘the tango ‘objection” as the alburmtains another tango. To cover this variant
the single parts 'Objection’ and ‘Tango’ have torbecombined taking into account syntactic
and semantic knowledge: 'tango’ describes the musitegory, which is used in the
descriptive expression 'the tango’ to select thegsof this category named ’'objection’.

Another example is 'Hips Don't Lie (featuring Wytléean)'. This song can be segmented
into the following parts: [[Hips] [Don't Lie]] [[faturing] [[Wyclef] [Jean]]]. Possible
recombinations could be ‘Hips Don't Lie with Wyclééan’ | ‘Hips Don't Lie with Jean’ |
‘The song with Wyclef Jean’ etc.

Compared to manually entering a category item bgmaeof a speller this approach is less
distracting, more comfortable and time-saving.

2.3 General requirementsfor the user interface

In addition to the interaction concepts on largdiauata presented in sections 2.1 and 2.2 the
user interface follows the general principldat you see is what you can speAK text
information that can be selected manually on tispldy can also be used for voice input. The
strategy is particularly helpful for novice userbavare not yet familiar with using spoken
interaction.

In order to synchronise speech and graphics/haptisgnchronisation component (SYNC)
(cf. section 3) transfers data and events betwbertwo modalities. The user may switch
between speech and manual input at every step. @ethlwith the above principle, the
system reflects a user concept that is consistehtiaiform, giving the user the impression of
having only one visible system state.
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In contrast to command and control systems we altovepoken input that is less restricted.
Rather than demanding from the user to learn aitmaét of speech commands we offer a
variety of expressions covering the same meanyigofsyms). In case the user has forgotten
a particular expression, she may simply pick aera#ttive instead of gazing at the display to
search for the appropriate term.

With regard to initiative the speech dialogue ith&i system- or user-driven, depending on
the user profile. For the novice user who is unfemwith a task the system takes initiative,
leading her through the dialogue. The more familer user gets with a task, the more the
number of relevant turns can be reduced. To aatel@nteraction expert users may apply so-
called shortcuts. Expressions such as “search d|lfgearch category artist” or “play music”
are straight-forward, preventing her from numersteps through a menu hierarchy as is
inevitable when using manual interaction.

For both category-based and category-free searclalle for a first combination of the
categories genre and year within one utterance feag Rock ‘n’ Roll from the 70s).

GUI and SDS resemble the Mercedes-Benz design lqnede

3 Prototype architecture

The new approach of accessing media data by speaslverified with a prototype system.

The prototype’s architecture is based on statdwefart speech dialogue systems [6]
connecting to media search engine of the mediacgtign (see Figure 4). Since audio data
on external storage devices might vary significaritte system needs to be capable of
handling dynamic data. As the size of audio datay rha quite large, a background

initialisation process has to be implemented. Qalodue system is a multimodal interface
[7] with two input and two output modalities: mahw@amd speech input, and graphical and
speech output.
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Figure 4 - Prototype architecture view

Speech controkonsists of a task-driven dialogue manager (TDD®)patural language

understanding unit (NLU) containing a contextuaterpretation, an automatic speech
recogniser (ASR) and a text-to-speech componenigchMincludes a grapheme-to-phoneme
(G2P) converter. All speech control modules argesutto the configuration of a common
knowledge base [8].
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The graphics-haptics interfacllows the mode-view-controller paradigm [9]. Msld (state
charts) and views (widgets) are described in thé @tdule. The controller module contains
the event management and the interface (CAN bukletaentral control switch, which can be
pressed, pushed and turned. Such a control svttteitypical control element in advanced
cars, such as Audi, BMW and Mercedes-Benz.

Themedia applicatiorconsists of the media search engine and the meaiger (MM). The
latter administrates the connected media. We censid internal hard disk and DVD drive,
as well as external memory cards and MP3 playansexied via USB. The MM relies on a
media database, such as CDDB, which contains ntetaated as many phonetics of the
metadata as possible. Not existing phonetics anergéed by the language-dependent G2P
engine of the speech component. The MM transfersrtbtadata and corresponding phonetics
to the media search engine which includes the datalof all metadata of the connected
media. The search engine implements a databasentetifiaces to quickly search it by words
and parts of words.

Pre-processingnetadata for speech operation enables the systalad understand
» slightly incorrect names,
* nicknames,
e parts of names and
» cross-lingual pronunciations.

Slightly incorrect names are handled by filtering smsignificant particles at the beginning.

‘Beach Boys’ thus becomes a wording variant to “Beach Boys'. Nicknames are a more
complicated concept as it requires access to dast¢asuch as Gracenote MediaVOCS [10].
They allow for selecting the artist ‘Elvis Presldyy saying ‘The King'.

Providing good phonetic transcriptions for all dgyme metadata of all audio files on the
connected devices is one of the greatest challergitionally the pre-processing should
provide phonetic transcriptions for parts of names,alternative expressions of the original
item. Internationality implies that music databasssmally contain songs in various
languages. Thus the system must be able to harmmiis-tngual phenomena, which includes
phoneme mappings between language of origin (ofsthreg) and target language (of the
speaker). To allow for that we follow a two-stadgoaithm:

1. The phonetic representation of a song is lookednuine music database (CDDB),
which contains the phonetics only in the languafjermin. If the song is available,
the phonetics of the metadata are used and alsmmatitally mapped into the
phonetic alphabet of the target language, so tiaR Ancludes both pronunciation
variants.

2. In case the metadata of the song in question d@xist in the database, we have to
rely on G2P. The system contains G2P modules fdamfjuages on the market, e.g.
American English, Mexican Spanish and Canadian dfrdor North America. We
provide phonetic transcriptions for all three laages using the corresponding G2P.
Phonemes of all languages are mapped to the tdegejuage to generate
pronunciation variants covering speakers not famiwith the foreign language in
guestion.

Speech output is done by multi-language TTS (agalhlanguages on the market). If
phonetic representations are available in the dambthey are phonetically mapped to the
phoneme set of the target language and then oulipat. phonetic representation is not
available, the name is language-identified andstabed in a similar way as for ASR. That

208



enables the system to speak any item as closesatf®oto its name in the language of origin,
or if not possible due to technical restrictions,ciose as possible to its name in the target
language.

4 Conclusion

The approach presented in this paper improvesaictien with voice-operated in-car audio
applications containing large amounts of data fi@rmous audio storage devices. It is based
on intuitive interaction concepts for searching iaudata (i.e. category-based search,
category-free search and physical search) enatiimgser to search across all media carriers
available in the car in a uniform way. Rules fdtefing and recombining metadata of all
audio data allow user-friendly access to audio tgtapeaking only parts of category items
such as artist, album, title, etc. instead of hgemremember the exact wording of all items.

Future work focuses on testing and evaluating tatvetxtent this approach performs better. It
would also be interesting to analyse in how fargheprocessed metadata (wording variants)
cover what users input via spoken interaction wéearching for audio data.

An add-on to the above prototype envisages extgnthi@ number of voice input parameters
within one utterance to allow for straight-forwardmbination of categories, like for example
‘Shakira Objection’.

We also consider integrating text-based languagmntiication for generating phonetic
transcriptions for metadata of songs not coveretthéndatabase. That avoids a large number
of useless pronunciation variants, which is paldidy useful for the European market with
many different languages.
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