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Abstract: In the paper, the authors discuss methods for assessing the quality of 
noise-degraded speech using the signal-to-noise ratio (SNR). This objective 
assessment is of advantage in the evaluation of speech encoding and also in the 
rough assessment of the effectiveness of single-channel methods of speech 
enhancement. The application of listening tests is costly and therefore subjective 
assessment methods are only used for optimized enhancement methods. First, the 
classical definitions of SNR are given, where the knowledge of undisturbed speech 
signals is assumed. Besides the classical definitions, the definitions of SNR for 
averaging finite signal frames of different energy levels are considered, as is the case 
of speech. The case is also discussed when only a mixture of useful signal and noise 
is available. Here it is no longer possible to use the classical definitions; it is 
necessary to identify noise in speech pauses. For this purpose, a suitable voice 
activity decoder (VAD) is necessary. The classical methods for assessing the quality 
of speech were mainly proposed and used to assess vocoders, in which it can be 
assumed that non-distorted speech signal is available. In the case of single-channel 
enhancement methods no uncorrupted speech signal is available and therefore the 
definition of SNR must be slightly adapted or new approaches must be sought. 

1 Introduction 
There are two large groups of methods for testing the quality, acceptability and intelligibility 
of speech [1]. The subjective methods include various types of listening tests. These tests 
have for long been performed in industries or in the army, in particular for speech coding, 
speech synthesis, and enhancement of noise-degraded speech [2, 3, and 4]. A group of 
listeners assess the respective recordings, using standard assessment forms or tables. They can 
assess, for example, intelligibility by means of rhyme tests, speech acceptability via assessing 
the signal quality, the quality of background, and overall quality. A disadvantage of these tests 
lies in their time demands, and much depends on the different hearing sensitivities of listeners 
(their hearing should be examined prior to the test, and their mother tongue should be the 
same as the language of tests), the tests are language-dependent, assessment conditions may 
differ, the statistical evaluation of tests is demanding, etc. Subjective tests can be used with 
advantage when comparing and assessing submitted prototypes that are to be used in practice. 

There is also another group of tests, which employ objective methods. When reporting about 
new methods or enhancement of existing methods in renowned journals, numerous authors 
often point out that their method enhances the signal-to-noise ratio (SNR). They consider this 
parameter an objective assessment of the quality of the method that enhances the noise-
degraded speech signal. Speech itself contains noise components (in particular in unvoiced 
sounds of speech), and it is difficult to distinguish whether this is undesirable noise that does 
not correlate with speech or noise that belongs to speech. There are a number of definitions of 
SNR [1, 5], which describe the signal as a whole or in partial sub-bands, and define SNR as a 
ratio of energies or as a ratio of the largest absolute values, etc. There are also 
recommendations of the International Telecommunication Union-Telecommunication 
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Standardization Sector (ITU-T) how to proceed in subjective and objective tests, and also 
other literature [6, 7, 8, and 9]. 

2 Definition of signal-to-noise ratio 

2.1 Intrusive Approach 
SNR is a frequently used parameter, for example, in the assessment of coding and 
compression systems. Assume we have at our disposal the digitized signal of a mixture of 
speech and noise without convolution distortion y[n] and the original non-disturbed speech 
signal s[n] and enhanced speech signal [ ]nŝ , which results from processing the mixture of 
speech and noise by a suitable enhancement method [1, 10, 11]. The difference between the 
waveforms of the speech signal s[n] and enhanced speech [ ]nŝ  determines the error [ ]nε  : 

[ ] [ ] [ ]nsnsn ˆ−=ε    .                                                                   (1) 

Now we determine the square of this difference and denote it as error energy: 
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The speech signal itself has the energy: 
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The resultant SNR in the decibel scale (dB) R is then equal to:  
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This classical definition has its drawbacks in that if the undistorted signal s[n] is equal to the 
enhanced signal [ ]nŝ , then R is given by an indeterminate form and increases beyond all 
bounds. This sets the upper limit that SNR can reach. The lower limit is given by the 
condition [ ]ˆ 0s n =  for all n, and then it holds R = 0 dB. It can roughly be said that according 
to (4) the range of R is (0, ∞ ). The more similar the undistorted signal and the enhanced 
signal are, the greater the value of the signal-to-noise R ratio. Similar to the time domain, 
signals in the frequency domain can be compared. We know that for discrete signals the 
Parseval theorem holds [12]: 

[ ] ( )
π

2 2

π

1| | d
2πs

n

E s n S ω ω
∞

=−∞ −

= =∑ ∫    ,                                        (5) 

[ ] ( ) ( )( )
π 2

2

π

1 ˆ| | d
2πn

E n S Sε ε ω ω ω
∞

=−∞ −

= = −∑ ∫    ,                            (6) 

where ( )ωS  is the Fourier transform of discrete signal [ ]ns , i.e. it holds ( ) [ ]nsS ⇔ω  and 
( ) [ ]nsS ˆˆ ⇔ω . The signal-to-noise ratio in the frequency domain is thus equal to: 
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These classical definitions (4) and (7) are not very satisfactory in practice. An infinitely long 
signal is never available-in practice, all signals are finite. In the frequency domain the range is 
limited, but the calculation cannot be performed continuously, and discrete calculation will 
limit the precision. Much always depends on what signal the SNR is calculated for. Speech is 
very time-variant and there are considerable magnitude differences between, for example, 
voiced and unvoiced frames. The two definitions, (4) and (7), are in practice not very suitable 
for speech. It will be more opportune to use a method that will average finite frames of speech 
signal; in this way the considerable energy difference between various speech frames can be 
suppressed a bit. We will select a suitable time frame where the speech signal parameters are 
approximately stationary (between 10ms and 30ms, depending on the type of speaker). Then 
the frame based SNR can be defined [1]:  
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where we assume that we have M frames of length N, 1,,1,0, −= Mimi L . Thus the average 
value of SNR Rseg for the whole signal is obtained. A problem may arise when the speech 
includes pauses where there is no signal. Incorrect results can then be obtained. This can be 
prevented either by identifying the pauses and excluding them from processing or by setting 
the lower limit of SNR to, say, 0dB and substituting this limit for lower values.  Another 
extreme can be seen in values exceeding 35dB, where listeners are no longer capable of 
perceiving any major magnitude differences. The two limits guarantee that the resultant signal 
will not be shifted in either direction. 

In [13] and in other references the perception qualities of human hearing are considered in 
the calculation of SNR. The human ear introduces linear and non-linear distortion into the 
transfer and processing of audio information, and performs the masking. Critical frequency 
bands were therefore created in the form of band passes (Bark, Mel scale, etc. [14]) for the 
masking effects to play their role. The definition of SNR is then equal to: 
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where M is the number of frames denoted 0 1 2 ´ 1, , , , .Mm m m m −L  Each speech frame is divided 
in the spectrum into K frequency bands. The value is the energy in the k-th frequency band of 
the mi-th frame of undisturbed speech, and ( )jk mE ,ε  is the energy in the k-th frequency band 
of the mi-th frame of error signal [ ]nε  according to (1). The weighting coefficients kiw ,  are 
used to set the importance of individual frequency bands of the given frame. It is known, for 
example, that human hearing is most sensitive in the range from 2 kHz to 4 kHz. The weight 
in these frequency bands will certainly be higher than in the neighbouring bands.  
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2.2 Non-Intrusive Approach 
If recordings of pure speech (without noise) and recordings of noise alone are available, there 
is no problem in calculating the SNR: the classical definition from the preceding chapter will 
be used. A worse case will occur if we have a recording of speech with noise detected by one 
microphone. This case is typical of assessing the single-channel methods of speech 
enhancement [15]. Here the voice activity detector (VAD) must be used, which will estimate 
frames of speech activity and frames that do not contain speech (pauses), i.e. frames that only 
contain noise. 

Assume we have at our disposal only the digitized signal of a mixture of speech and noise 
y[n] without convolution distortion. Assume that all frames are of the same length of N 
samples, and the utterance is divided into M frames. The average energy of speech with noise 
will be determined according to the relation:  
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Assume further that the speech activity is monitored using the VADf  parameter, for which it 
holds VADf =1 when there is speech in the frame, and VADf =0 when there is only noise in the 
frame. The average energy of frames that were detected by the VAD as mere noise, i.e. the 
average energy is speech pauses ( 0VAD =f ), will be obtained using: 
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The average energy of the other frames of speech with noise is: 

[ ]

[ ]

1

VAD
0

1

VAD
0

[ ]
M

y
i

x M

i

f i E i
E

f i

−

=
−

=

=
∑

∑
   .                                                               (12) 

Assuming that the speech is degraded only by additive noise, the average energy of speech 
can be estimated approximately as: 

ηEEE xs −=    .                                                                     (13) 

The SNR of a mixture of speech and noise can then be estimated using the logarithm of the 
ratio of energy (13) to energy (11): 

ηE
ER s

10VAD log10=    .                                                             (14) 

To assess enhanced speech, a procedure similar to that in the preceding case of additive noise 
can be used. Again, speech and pause frames are determined, and relation (11) is used to 
calculate the energy of residual noise. The energy of enhanced speech can be determined 
according to relation (12). The effectiveness of the enhancement method can then be 
estimated since the SNR of a mixture of speech and noise and the SNR of enhanced speech 
are available. 
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There are also methods for estimating noise in the spectral domain (e.g. [16]). In the 
spectrum, the frequency region with minimum magnitude is estimated. From each frequency 
vector of a given time frame these minimum values are summarized into one vector. From 
these values the average value is calculated, converted into energy, and regarded as the 
value Eη , which is then substituted into relation (14). 

3 Conclusion 
In the paper, different definitions of SNR are summarized which are used in practice to 
compare different methods of compression, coding and enhancement, and to test and compare 
prototypes. Much depends on what assessment the definition of SNR should be used for. In 
the case of compression and coding methods the initial undisturbed speech signal is available 
together with the signal that has been degraded one way or another by the compression 
algorithm or the coding procedure. This is logically reflected in the SNR definitions, which 
employ pure and distorted speech signals. In the case of speech recordings made in a noisy 
environment or degraded by transfer through the communication channel, signal contaminated 
by noise is only available. Classical definitions cannot be applied and distinction must be 
made between speech with noise and noise, the latter being identified in speech pauses. To 
identify noise, the voice activity detector is used, on which the precision of determining 
speech pauses and also the precision of calculating SNR depend. Besides assessing the signal 
quality by means of SNR there are other objective methods but they are often mathematically 
more complicated and more computation-demanding. SNR is therefore often used, which is 
simple to implement. 

Another objective method for assessing speech enhanced by diverse methods can be seen in 
the application of the automatic speech recognition system for continuous speech with a large 
vocabulary [17]. 

Objective parameters serve for rough estimation of the applicability of the proposed 
algorithms. After selecting the optimum algorithm, subjective tests are used, but they require 
considerably more time and are more costly. 
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