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Abstract: Beamforming for car applications has gained much attention in the past.

With upcoming wideband speech telephony appropriate solutions operating at a

sampling frequency of 16 kHz are required. While a number of proposals aims

at quite idealistic conditions, our approach intentionally employs low-cost micro-

phones, and it is optimized and tested with real multi-channel signals acquired using

these sensors. Moreover, we assume the microphone array to be integrated into the

head-unit of the car. Although from a signal-to-noise ratio perspective this is not an

ideal location, it is yet very attractive, since no further wiring is necessary and radio

navigation systems manufacturers can offer compact and optimized solutions. To

achieve the required level of directivity (and therefore noise reduction) in car noise,

we exploit the a priori noise field coherence of diffuse noise. An adaptive smooth-

ing approach for post-filter estimation along with a new combination of the beam-

former and the post-filter is proposed well suited for the low-cost microphones.

Meanwhile, an intrusive instrumental evaluation methodology will be introduced.

We will show that a significant level of noise attenuation can be achieved, while

simultaneously the quality of the speech component will be improved compared to

the state of the art.

1 Introduction

Nowadays, a hands-free equipment comprising speech enhancement is mandatory to allow safe

(and convenient) telecommunications in a car. With upcoming wideband speech telephony

(sampling frequency fs = 16 kHz) a bandwidth of 50 · · ·7000 Hz has to be supported. For

this field of application multi-channel microphone array techniques have drawn lots of inter-

est. Compared to single-channel speech enhancement, microphone array based beamforming

algorithms exploit not only spectral information but also spatial information. An example of a

typical beamformer approach is the minimum variance distortionless response (MVDR) beam-

former [1], which includes the delay-and-sum beamformer, and the superdirective beamformer.

However, in practice, especially in car environment, applying a beamformer alone achieves in-

sufficient noise attenuation. This is due to the characteristics of the car noise energy dominating

mostly in the low frequency region, in which the beamformer has a very low directivity factor.

Concerning this technical weakness of beamformer several approaches have been proposed to

cope with it. One of these approaches is the multi-channel Wiener filter. Simmer et al. [1] have

shown that the multi-channel Wiener filter (i.e., the optimal broadband minimum mean square

error (MMSE) estimator), can be decomposed into a single-channel Wiener post-filter working

on the output of the MVDR beamformer. A popular post-filter technique, which employs the

multi-channel Wiener filter structure, was first reported by Zelinski [2]. However, Zelinski

assumes the noise of different microphone signals to be uncorrelated which leads to an ideal

incoherent noise field. Unfortunately, this is not correct in many applications including the car

noise environment, in which the microphones are usually closely spaced. This exhibits a high

correlation for noises in the low frequency region. It has been reported in [3] that a diffuse noise
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field is an appropriate noise field model in a car environment. By adopting this a priori noise

field model, McCowan et al. have extended the Zelinski post-filter to a noise coherence based

post-filter structure [4] showing improved noise attenuation performance.

In this paper we present a beamformer and post-filter solution for a microphone array with 4 mi-

crophones integrated into the head-unit of a car. It turns out to be cost-effective not only due to

the use of cheap microphones, but particularly because extensive wiring to some typical hands-

free microphone positions such as rear mirror or light module can be omitted. However, the

challenge of the acoustically sub-optimal head-unit position is to identify appropriately work-

ing beamformer and post-filter algorithms. Instead of using the combination of a superdirective

beamformer with the McCowan post-filter as in [4], we will combine the very robust yet hardly

effective delay-and-sum beamformer with the McCowan post-filter. Furthermore, the McCowan

post-filter will be appropriately modified by using an adaptive smoothing factor for the auto- and

cross-power spectral densities (psd) estimation, which is essential for the post-filter estimation

[5]. In order to instrumentally evaluate the performance of the different post-filters for noise

attenuation, an intrusive instrumental evaluation methodology will be introduced and applied.

This framework gives us the possibility for evaluating the noise attenuation performance and

the quality of the isolated speech component by applying the signal-to-noise ratio improvement

(∆SNR) and the mean opinion score (MOS), respectively.

The paper is organized as follows: In Section 2 we will recapitulate the relevant beamformer

algorithms along with the formulation of the baseline Zelinski post-filter and the McCowan

post-filter. Our new modified approach for the McCowan post-filter estimation will be presented

in Section 3. Furthermore, the new structure of combining the delay-and-sum beamformer with

the McCowan post-filter estimated by the modified approach will be shown. An outline of the

intrusive instrumental evaluation methodology, the simulation setup, and a discussion of the

experimental results will be given in Section 4.

2 Beamforming and Post-filtering

Let us regard a microphone array with M channels. After applying the short-time Fourier

transform of length K, the vector of microphone signals can then be formulated with frame

index ℓ and frequency bin k as Y
′(ℓ, k) = S

′(ℓ, k) + N
′(ℓ, k) with noisy signal Y

′(ℓ, k)=
(Y ′

1(ℓ, k) Y ′

2(ℓ, k) · · ·Y ′

M(ℓ, k))T
, additive noise N

′(ℓ, k) = (N ′

1(ℓ, k) N ′

2(ℓ, k) · · · N ′

M(ℓ, k))T
,

and speech S
′(ℓ, k)=S(ℓ, k) ·D(k). The term S(ℓ, k) denotes the desired source signal and (·)T

is the vector transpose. D(k) is the propagation vector modeling the delays of each channel for

the desired source signal based on a reference microphone depending on the microphone array

geometry

D(k) =

(

exp
−j2πkτ1

c
· · · exp

−j2πkτM

c

)T

, (1)

with c being the speed of the sound.

Following this signal model the multi-channel signals Y
′(ℓ, k) will be filtered by the well stud-

ied MVDR beamformer (see, e.g., [1])

WMVDR(ℓ, k) =
Φ

−1
NN(ℓ, k)D(k)

DH(k)Φ−1
NN (ℓ, k)D(k)

, (2)

with WMVDR(ℓ, k) being the filter coefficients vector, ΦNN (ℓ, k) being the M×M normalized

cross-power spectral density matrix of the noise, and (·)H denoting the Hermitian operator,

respectively.
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Figure 1 - Block diagram of a delay-and-sum (DS) beamformer with a post-filter.

The single-channel beamformer output is then given by

SBF(ℓ, k) = W
H
MVDR(ℓ, k) ·Y′(ℓ, k). (3)

Due to the weak directivity of the MVDR beamformer in the low frequency region, the per-

formance of the MVDR beamformer is limited for a car environment, where its noise energy

dominates in the low frequency region. Hence, a multi-channel Wiener filter, which can be

decomposed into an MVDR beamformer followed by a single-channel Wiener filter, is often

utilized to improve the limited performance in terms of the noise attenuation [1]. The multi-

channel Wiener filter can be formulated as

Wopt(ℓ, k) = WMVDR(ℓ, k) · HPF(ℓ, k), (4)

where the Wiener post-filter (PF) is defined as

HPF(ℓ, k) =
φSS(ℓ, k)

φSS(ℓ, k) + φNN(ℓ, k)
, (5)

with φSS(ℓ, k) and φNN(ℓ, k) being the clean speech signal and noise auto-power spectral den-

sities after beamforming, respectively.

With (3), and (4), the output of the post-filter in the frequency domain is given by

Ŝ(ℓ, k) = HPF(ℓ, k) · WH
MVDR(ℓ, k) · Y′(ℓ, k). (6)

The structure of a post-filter as proposed by Zelinski [2] is shown in Fig. 1. Zelinski has used the

delay-and-sum (DS) beamformer, which is actually a special case of the MVDR beamformer

with WDS(k) = 1
M

D(k) under the assumption of an homogeneous incoherent noise field. The

Zelinski post-filter is given by:

HZE(ℓ, k) =

2
M(M−1)

M−1
∑

i=1

M
∑

j=i

Re
{

φ̂YiYj
(ℓ, k)

}

1
M

M
∑

i=1

φ̂YiYi
(ℓ, k)

, (7)

with Re{·} being the real operator, used to force φ̂SS(ℓ, k) in the numerator to be real-valued.

The auto-power spectral densities φ̂YiYi
(ℓ, k) and cross-power spectral densities φ̂YiYj

(ℓ, k) are

estimated recursively as

φ̂YiYi
(ℓ, k)=αφ̂YiYi

(ℓ−1, k)+(1−α)Y ∗

i (ℓ, k)Yi(ℓ, k) ∈ R,

φ̂YiYj
(ℓ, k)=αφ̂YiYj

(ℓ−1, k)+(1−α)Y ∗

i (ℓ, k)Yj(ℓ, k) ∈ C, (8)
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Figure 2 - Block diagram of a filter-and-sum (superdirective, SD) beamformer with a post-filter.

where α is a fixed smoothing factor.

However, according to [3] the car noise field can be well modeled as a diffuse noise field. For

a diffuse noise field the coherence function between two microphones is given as Γij(k) =

sinc
(

2πkdij

c

)

with dij being the distance between two microphones i and j [6] . Accordingly,

the M×M noise coherence matrix for the diffuse noise field is ΓNN,dif(k) =

(

Γij(k)

)

. With

this a priori coherence matrix, McCowan et al. have extended the Zelinski post-filter [4].

Fig. 2 shows the structure of the McCowan post-filter with the superdirective (SD) beamformer,

which is a special case of the MVDR beamformer using the noise coherence matrix for the

diffuse noise field [7]:

HMC(ℓ, k) =

2
M(M−1)

M−1
∑

i=1

M
∑

j=i

φ̂
(ij)
SS (ℓ, k)

1
M

M
∑

i=1

φ̂YiYi
(ℓ, k)

, (9)

φ̂
(ij)
SS (ℓ, k) =

Re
{

φ̂YiYj
(ℓ, k)

}

− Re {Γij(k)} βij(ℓ, k)

1 − Re {Γij(k)}
,

with βij(ℓ, k) = 1
2

[

φ̂YiYi
(ℓ, k) + φ̂YjYj

(ℓ, k)
]

and Γij(k) being the coherence function between

two microphones.

3 Modified Post-filter Estimation

It has been shown in [4] that HMC(ℓ, k) achieves improved noise attenuation performance in a

diffuse noise field. However, speech distortion and musical tones can still be perceived using

McCowan post-filter. According to Guerin et al. [5], the smoothing factor α can be adaptively

estimated as

α(ℓ, k) = α1 − α2 ·
SNR(ℓ, k)

1 + SNR(ℓ, k)
, (10)

with SNR being the signal-to-noise ratio at the beamformer output. According to (10) α(ℓ, k)
will be limited to the interval [α1 − α2, α1]. For a low SNR, α(ℓ, k) will reach its upper limit

α1, leading to a smooth estimation of the auto- and cross-power spectral densities. This will

limit the occurrence of musical tones [5]. In cases where SNR is high, α(ℓ, k) will reach its

minimum α1 − α2, leading to a good estimation for fast speech variation. Since the SNR does

not change so much frame by frame, the SNR term in (10) can be approximated by

SNR(ℓ, k)

1 + SNR(ℓ, k)
∼= HMC(ℓ − 1, k), (11)
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Figure 3 - Block diagram of the instrumental evaluation setup.

which leads to α(ℓ, k) = α1 − α2 · HMC(ℓ − 1, k).
Care has to be taken in choosing the parameters α1 and α2, in order to avoid reverberation-like

effects. Unlike the values given in [5], we found (α1, α2) = (0.8, 0.5) to be optimal.

Another problem arises when a superdirective beamformer is used in a practical situation, since

it is very sensitive to the self-noise amplification of the uncorrelated microphone noises and the

precision of the microphone positions. Therefore, a constrained superdirective beamformer has

to be used which degrades the beamformer performance [7]. In contrast to that the delay-and-

sum beamformer behaves very robust in practice and is easier to implement. It has been reported

in [4] that the beamformer alone achieves only a very small contribution to the noise attenuation

compared to the post-filter. Hence, in our work along with the McCowan post-filter and the

adaptive power spectral density estimation with appropriate smoothing factor limits, the more

robust delay-and-sum beamformer will be utilized. This choice is even more recommended, as

we employ low-cost microphones.

4 Instrumental and Subjective Evaluation

4.1 Methodology and Simulation Setup

In this paper an intrusive instrumental evaluation methodology is used to compare the wideband

speech enhancement performance of different MVDR beamformers with single-channel Wiener

post-filters. As shown in Fig. 3, the clean speech signal s′i(n) and noise signal n′

i(n) with i =
1, · · · , M are the inputs to the speech enhancement system consisting of beamformer and post-

filter. The post-filter coefficients will be computed based on the synthetically generated noisy

signal y′

i(n) = s′i(n) + n′

i(n), where n′

i(n) has been achieved by scaling multi-channel noise

with a factor γ, yielding pre-defined values of the input signal-to-noise ratio SNRin according

to the active speech level of ITU-T Recommendation P.56 [8].

The enhanced speech signal can be expressed by its components as ŝ(n) = s̃(n) + ñ(n). By

separate processing of the speech components s′i(n) and of the noise components n′

i(n), we

get the speech component of the output signal s̃(n), and the attenuated (and distorted) noise

component ñ(n), respectively. The output signal-to-noise ratio SNRout can then be calculated.

In this paper, the signal-to-noise ratio improvement ∆SNR, which is the difference between the

SNRout and SNRin, and the mean opinion score (MOS) are used to evaluate the noise attenu-

ation performance and the quality of the speech. The wideband MOSs̃ with reference signal
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Figure 4 - Head-unit-integrated microphone array with 30 channels for research in a middle-class car.

s(n) being chosen as the best clean speech signal from s′i(n) is computed according to ITU-T

Recommendation P.862.2 [9].

The wideband speech performance assessment is carried out in a Volkswagen upper middle-

class car Passat, employing an experimental head-unit-integrated microphone array with 30

channels as shown in Fig. 4. The applied microphone array consists of M = 4 microphones

with 3.6 cm distance located on the left. The microphones have been randomly selected from a

delivery of type MCE-4500 by Monacor. Multiple recordings are made synchronously for each

channel with the clean speech being spoken from the driver position and the background noises

recorded separately. In our experiment, two background noise conditions are investigated: (1)

car engine in an idle state, window closed, air condition being set at 50%; (2) car driven on an

expressway with a speed of 50 km/h, window closed, air condition being set at 50%. SNRin is

scaled to values of −5 dB, 0 dB, 5 dB, 10 dB, and 15 dB. ∆SNR and MOSs̃ are calculated and

averaged over the whole data set being recorded in each of the background noise conditions.

The sampling frequency fs = 16 kHz is used. The signal is windowed by a Hann window of

length 512, followed by an FFT with length K = 512 and a frame shift of 50% samples.

Figs. 5-8 show the results for different beamformer and post-filter combinations: Delay-and-

sum (DS) or constrained superdirective (SD) beamformer, Zelinski [2] (ZE) or McCowan [4]

(MC) post-filter, finally combined with a fixed (FIX) or an adaptive (ADA) smoothing factor

for psd estimation.

4.2 Experimental Results

Fig. 5 shows the ∆SNR results for different approaches in the first background noise condition.

As expected the DS-ZE-FIX and DS-ZE-ADA approaches hardly provide any signal-to-noise

ratio improvement. Employing the a priori noise field coherence (MC), the SD-MC-FIX ap-

proach achieves a well improved ∆SNR compared to the DS-ZE-∗ approaches. By adopting

the proposed adaptive smoothing factor for psd estimation (SD-MC-ADA) the ∆SNR of SD-

MC-FIX can be improved further up to 0.5 dB. However, as we have explained in Section 3,

the superdirective beamformer is very sensitive to the self-noise amplification and precision of

the microphone positions, so that its performance will be degraded in a real implementation.

Hence, as expected, Fig. 5 reveals that our new approach of combining the very robust delay-

and-sum beamformer with the McCowan post-filter and the adaptive smoothing factor for psd

estimation (DS-MC-ADA) achieves a significant improvement in ∆SNR compared to all other

approaches.

Fig. 7 shows the MOSs̃ values of the above approaches. As expected, the delay-and-sum beam-

former with fixed and adaptive smoothing factor for the Zelinski post-filter preserves speech ex-
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Figure 8 - Speech component MOSs̃ for

car driven with 50 km/h, window closed,

and 50% level air conditioning.

traordinary well, however, without achieving perceivable noise attenuation. On the other hand,

using the new approach an improvement of 0.2 to 0.4 MOSs̃ points can be achieved against the

SD-MC-∗ approaches, respectively. Even for SNRin with −5 dB and 0 dB, the MOSs̃ of the

speech component still stays above 3.0 points. We found that the quality of the speech compo-

nent is improved while even achieving a significant noise attenuation performance. Finally, the

musical tones and reverberation-like effects are very much reduced by using the new approach.

Figs. 6 and 8 show the results of ∆SNR and MOSs̃ for the second background noise condi-

tion, respectively, similar conclusions can be drawn as in the first background noise condition.

However, in all approaches noise attenuation performance has decreased to some extent. This

is due to the problem of the mismatch between the moving car noise field and the diffuse noise

field model. Yet the MOSs̃ values of all approaches have improved, which shows a trade-off of

noise attenuation performance and the preservation of the speech component. Again, the pro-

posed DS-MC-ADA approach achieves by far the best noise attenuation performance while still

attaining a better quality of the speech component compared to the constrained superdirective

approaches.
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5 Conclusions

In this paper, we have presented a beamformer solution for a new head-unit-integrated micro-

phone array with 4 low-cost microphones. Using an intrusive instrumental evaluation, we have

shown that the combination of the robust delay-and-sum beamformer with the McCowan post-

filter estimated using an adaptive smoothing factor has achieved a significant noise attenuation

performance while still preserving the speech component to a large extent. Furthermore, musi-

cal tones and reverberation-like effects have been avoided with high fidelity.
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